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Data Protection Impact Assessment for GP Practice Use
	
	DPIA Title:
	Heidi Health – Scribe Artificial Intelligence tool DPIA for PSM Medical Group
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	What is the process under consideration?
	Guidance

	Heidi is a healthcare IT system, specifically a cloud-based artificial intelligence medical scribe platform. It is a standalone software that is used to generate comprehensive clinical documentation using a combination of speech-to-text software, note taking and artificial intelligence models. Heidi is accessible via desktop and mobile browser to registered users, with servers and data hosted locally in the UK for all UK users. 
Heidi works by transcribing speech into text from a healthcare encounter such as conversations between clinicians and patients or by clinicians dictating their clinical findings, impression and/or management plans before, during and after the healthcare encounter. The clinician can also:
· Add additional contextual notes about the healthcare encounter which they may not wish to verbalise during the healthcare encounter. 
· Able to set and modify various settings within the Heidi platform in order to customise their Heidi experience as well as how their clinical documentation is structured and written. 
· Generate clinical documents, such as referral letters and patient explainer documents. These documents will follow templates already defined by Heidi, or the clinician can create their own template. 
To generate the requested clinical documentation, the transcribed text and contextual notes along with the various user controlled settings are then through an artificial intelligence model which then generates the requested clinical documentation based on the data that has been given to the AI model. 
The comprehensive clinical documentation generated by Heidi can then be copied or integrated into an electronic medical record system or used with other word processing or communication tools to provide other clinicians and/or the patient with relevant information related to the healthcare encounter and the patient's care. 
The intended use and recommendations for Heidi are as follows: 
· Heidi should be used by qualified and registered clinicians to assist them in writing their clinical documentation. 
· Heidi should not be used as a clinical decision making tool and is not a substitute for medical assessment. 
· Heidi's generated clinical documentation is intended to reduce the amount of time it takes clinicians to complete their medical records; however the clinician is ultimately responsible for their clinical documentation, and must ensure that the content of the notes and documents accurately reflects the healthcare encounter for which the documentation has been generated. 


	Present a brief outline of the processing/scheme/project – i.e. the name of the project, reason for sharing data, etc

	Will the process necessitate the use/processing/collection/sharing of any personal or pseudonymised data?
	

	Yes - Heidi operates within the context of medical consultations, capturing and processing information in the healthcare setting.
	Personal data - Any information relating to an identified living person (‘data subject’) by way of an identifier such as a name, address, date of birth, NHS Number.
Pseudonymised data - Personal data which has undergone pseudonymisation, which could be attributed to a natural person by the use of additional information, i.e. local identifier which would then be reidentified if needed.





	What are the responsibilities linked to the processing? (i.e. who is the data controller, any possible data processors and joint data controllers)
	

	PSM Medical Group – Data Controller	Comment by Olivia Binsley (ML): GP practice to update name
Heidi Health – Data Processor 
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*Although Servers are in EU, there is an adequacy decision between UK and EU allowing data to be protected.
**Stripe manages Heidi payment infrastructure for users i.e. clinics/PCN/specialists etc. They at no time have access to any patient information.

	Definition: Data Controller - Natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data; where the purposes and means of such processing are determined by Union or Member State law, the controller or the specific criteria for its nomination may be provided for by Union or Member State law.

Definition: Data Processor - Natural or legal person, public authority, agency or other body which processes personal data on behalf of the controller.


	What governance measures are in place to oversee the confidentiality, security and appropriate use of the data?
	Governance measures may include compliance with the Data Security and Protection Toolkit, having IG, data security and data breach policies and procedures in place, 95% minimum staff compliance with IG training.

Note that “All organisations that have access to NHS patient information must provide assurances that they are practising good information governance and use the Data Security and Protection Toolkit to evidence this by the publication of annual assessments” (https://www.dsptoolkit.nhs.uk/Help/Attachment/5) 

	PSM Medical Group
· PSM Medical ICO regsitration reference: ZB159640
· PSM Medical Data Security and Protection Toolkit status: Compliant
· The GP Practice has a set of IG policies and procedures approved which detail and stipulate IG responsibilities for all staff to adhere to, including a data breach policy and procedure. Staff are required as part of DSPT, to undertake Information Governance Training on an annual basis. 

Heidi Health
· ICO registered ZB671518 - https://ico.org.uk/ESDWebPages/Entry/ZB671518 
· DSPT compliant 23/24 Standards Met - https://www.dsptoolkit.nhs.uk/OrganisationSearch/HHA001 
· 
Cyber Essentials Certificate*Due to expire April 2025 however is due for renewal. 
· 
Information Security Management System – ISO/IEC 27001:2022* Assurance received whilst registered with Heidi parent company, Heidi ISO27001 certification covers the entire information management system and processes including UK operations.
· 
· Undertake penetration testing 
· custom code developed for Heidi undergoes a thorough security review process as part of our commitment to maintaining high standards of cybersecurity and data protection. This internal review process is aligned with the principles outlined by the National Cyber Security Centre (NCSC), focusing on producing clean, maintainable code that minimizes security risks. Our development team adheres to best practices in secure coding, and each update or addition to our system's codebase is scrutinized for vulnerabilities and compliance with established security guidelines before being deployed.
· 
DTAC completed 
· Privileged accounts have Multi-Factor Authentication (MFA) enabled 
· Heidi has undergone comprehensive load testing to ensure it can handle the expected volume of users and data processing demands without compromising performance or reliability. This testing simulates real-world usage scenarios at peak load and beyond, to guarantee stability and responsiveness of our product under various conditions.
· 


DCB0129 docs including the compliance assessment, clinical safety case report & hazard log
· 

[bookmark: _MON_1798878856]Example DCB0160 clinical safety case report & hazard log
· 

[bookmark: _MON_1798878868][bookmark: _MON_1798878904]Heidi undertaken their own DPIA documentation

No live recording is obtained, as the patient is talking the transcript is written. Heidi only holds the transcript which is de-identified. No identifiable recordings are stored or will be accessible to Heidi. Clinicians retain ownership of all transcripts, clinical notes, and clinical documents and can decide how long this data is stored. Additionally, the patient information contained in these transcripts and clinical notes/documents will only be accessed externally for the purpose of troubleshooting with the express permission of clinicians.

Heidi privacy policy details they safeguard personal information and ensure data security - https://www.heidihealth.com/uk/legal/ukgdpr-compliance-policy 


[bookmark: _MON_1800176289]Heidi have completed an ICO AI risk toolkit - 
	



DATA, PROCESSES AND SUPPORTING ASSETS

	What is the data processed?
	

	The following patient data items may be recorded and transcribed by Heidi: 
· Full name – forename, surname 
· Full address including postcode
· Gender 
· Age
· Contact details including telephone number, email address
· GP details 
· Physical description 
· Sexual orientation 
· Date of birth 
· Relationship status 
· Family and social history 
· Medical history including physical and mental health 
· Progress notes 
· Medications & prescriptions 
· Allergies 
· Diagnosis status 
· Lab orders & results 
· Disability 
	List the data collected and processed, i.e. name, address, date of birth etc. 



	How does the life cycle of data and processes work?
	

	[image: ]


	Present and describe how the product generally works (from the data collection to the data destruction, the different processing stages, storage, etc.), using for example a diagram of data flows (add it as an attachment) and a detailed description of the processes carried out.

	What are the data supporting assets?
	

	GP Clinical staff – utilising Heidi software to dictate and transcribe consultation 
Heidi software – creates a transcript of the consultation (No patient identifiable data stored)
Amazon Web Server – cloud hosting provider. Hosted in the UK for UK users. (No patient identifiable data stored) 
 



	List the data supporting assets (operating systems, business applications, database management systems, office suites, protocols, configurations, etc.)



Fundamental principles
PROPORTIONALITY AND NECESSITY

	Are the processing purposes specified, explicit and legitimate?
	

	Personal data will be processed by Heidi for the purpose of transcribing clinical appointments. Heidi will only be in use when the dictation session is started by the GP Practice clinician following agreement from the patient. 
	Explain why the processing purposes are specified, explicit and legitimate. How is the legal basis being specified?

	What is the lawful basis for processing the data?
	

	To support data processing for NHS services, using legal powers provided by: 
· The National Health Service and Community Care Act 1990 
· The NHS Act 2006 
· The Health and Social Care Act 2012 

To process personal and special category data in accordance with UK GDPR: 
· Art. 6(1)(e) – Public task 
· Art. 9(2)(h) – healthcare purposes 

To process personal data in line with the Data Protection Act 2018:
· Condition 2 of Schedule 1 – Health and Social Care Purposes.

***Explicit consent is obtained from the data subject prior to consultation meaning that the individual knows or would reasonably expect the proposed use of disclosure and has not objected. The GP will confirm with the patient prior to starting the dictation process. 

	What is the legal basis for processing the data? – direct care, legislation or consent, (don’t forget, consent should be a last resort and only used if there is no direct care or legislation in place). Remember to identify which Article 6 or 9 conditions will be used and if there is supporting legislation, what that legislation is, including the specific section of the legislation which supports the use of data for this purpose.




	Is the data collected adequate, relevant and limited to what is necessary in relation to the purposes for which they are processed ('data minimisation')?
	

	No personal data will be processed that isn’t necessary. The data will only be used by qualified and registered clinicians to assist them in writing their clinical documentation.
	Need confirmation in here that there is no personal data being processed that isn’t absolutely necessary for the purpose of the project.  Is any information being collected that isn’t required to complete the project?

	Is the data accurate and kept up to date?
	

	Heidi has employed a stringent validation process involving rigorous quality assurance processes on all outputs, including clinical validation by internal healthcare professionals with clinical backgrounds and experience, technical accuracy assessments, and real-world testing to ensure Heidi meets the high standards. Heidi also implement continuous monitoring and updates post-deployment to guarantee our model remains as accurate and bias free as possible. 
Additionally, to ensure the clinician is always kept in the loop, Heidi use in-product reminders for clinicians to check all outputs for completeness, relevance, and accuracy.
It is the responsibility of the GP practice to ensure the data recorded by Heidi is accurate and reflects the discussion with the patient. 
Heidi is noted to have the following limitations that users must be aware of: 
· Heidi's generated clinical documentation is based on the clarity and quality of the speech & text data that is provided in the healthcare encounter. Users must review all clinical documentation generated to confirm their accuracy before capturing it in their electronic medical records or distributing documentation to other clinicians and/or patients. 
· Hardware issues such as poor microphone quality may cause sub-par audio being captured, resulting in an inaccurate text transcript which does not adequately reflect the healthcare encounter information. Users are recommended to test the quality of their microphones prior to and while using Heidi. 
· An unstable or slow internet connection may result in delays in information processing and potentially not capturing some or all of the healthcare encounter information. Therefore it is vital that users ensure they have a stable and fast internet connection when using Heidi. 
· Heidi's AI models occasionally make mistakes which may not accurately reflect the information discussed in the healthcare encounter. Users must ensure they have reviewed all clinical documentation generated by Heidi to confirm their accuracy before importing it in their electronic medical records or distributing documentation to other clinicians and/or patients.

	Describe what steps are taken to ensure the quality of the data. Need confirmation here of who will check the data is accurate and what process is in place to ensure the data is kept up to date.

	What is the storage duration of the data?
	

	Identifiable data will be held in the patients clinical record within GP Practice systems. Data is held in line with Records Management Code of Practice for Health and Social Care. 
· Adult Heath and Social Care records - 8 years
· Children’s records - up to 25th birthday

No identifiable recordings are stored or will be accessible. Clinicians retain ownership of all transcripts, clinical notes, and clinical documents and can decide how long this data is stored. 
The information contained in transcripts and clinical notes/documents will only be accessed externally for the purpose of troubleshooting with the express permission of the GP practice. Information will be held by Heidi for the duration of the agreement and deleted within 10 business days of termination of the agreement. 
	Ideally there will be a list here of all the data assets being processed, how long they will be held for, where the timescales have come from (i.e., Information Governance Alliance code of practice for records management). This should be stated for each organisation that holds the data.
Records Management Code of Practice for Health and Social Care 2021:
https://www.nhsx.nhs.uk/information-governance/guidance/records-management-code/




CONTROLS TO PROTECT THE PERSONAL RIGHTS OF DATA SUBJECTS

	How are the data subjects informed of the processing?
	

	Explicit consent is obtained from the data subject prior to consultation meaning that the individual knows or would reasonably expect the proposed use of disclosure and has not objected. The GP will confirm with the patient prior to starting the dictation process and explain how Heidi works. 

	In here you would expect that privacy notices are made available to the data subjects and information and advice, perhaps even leaflets, about how data subjects can access privacy notices.


	If consent is your lawful basis how is the consent of data subjects obtained?
	

	N/A – Consent is not the lawful basis.
	If consent is not your legal basis, then this should say not applicable.  If consent is the legal basis, then this should advise how the consent is obtained, what information is given to the data subject when obtaining consent about what data will be used and for what purpose, how the consent is recorded and what information is given to the data subject about how they can withdraw their consent.


	How can data subjects exercise their rights of access and to data portability?
	

	The right of access and data portability will be managed by the patient’s own GP Practice as they hold all the records. Therefore, existing practice mechanisms are in place. 

	Need confirmation in here that all data controllers involved in the project have local processes in place to respond to data subjects’ individual rights requests 


	How can data subjects exercise their rights to rectification and erasure?
	

	The right of rectification and erasure will be managed by the patient’s own GP Practice as they hold all the records. Therefore, existing practice mechanisms are in place. 

	Need confirmation in here that all data controllers involved in the project have local processes in place to respond to data subjects’ individual rights requests 


	How can data subjects exercise their rights to restriction and to object?
	

	The right to restriction and object will be managed by the patient’s own GP Practice as they hold all the records. Therefore, existing practice mechanisms are in place. 
Prior to consultation the individual knows or would reasonably expect the proposed use of disclosure and has not objected. The GP will explain the use of Heidi and its purpose and will obtain explicit consent from the patient prior to starting the dictation process.
	Need confirmation in here that all data controllers involved in the project have local processes in place to respond to data subjects’ individual rights requests 

	How can data subjects exercise their rights to auto-mated decision making and profiling?
	

	This right does not apply. There is no automated decision making, the dictation-scribe requires checking by the clinician before it can be uploaded to the patient record. 


	Need confirmation in here that all data controllers involved in the project have local processes in place to respond to data subjects’ individual rights requests 


	If there is a Data Processor involved, are the obligations of the processors clearly identified and governed by a contract?
	

	


Draft Processing agreement between GP Practices and Heidi. 	Comment by Olivia Binsley (ML): GP Practice to sign agreement. 




	If a data processor is involved, this should fully explain who the processor is and what their role is in relation to the processing.  Need confirmation that there is a data processing agreement and/or contract in place between the data controller and the data processor which stipulates what the data processor will be doing with the data.
If there is no data processor, then consideration should be made to a data sharing agreement being put in place.

	In the case of data transfer outside the United Kingdom, are the data adequately protected?
	

	No data is shared outside of the UK. Storage is on servers located within the EU. There is an adequacy decision between UK and EU allowing data to be protected.
	This should confirm if any data is being transferred outside of the UK, this includes where servers, for systems being used, are based.  If data is being transferred outside of the UK, then strict assurances need to be in place that where the data is being transferred to will meet GDPR compliance and a contract in place.






Risks
This section allows you to assess the privacy risks, taking into account existing or planned controls.
Risk Factors to consider:
· Illegitimate access to data; 
· Unwanted modification of data
· Data disappearance
PLANNED OR EXISTING MEASURES
See appendix A for information on working out Risk Likelihood and Severity

	#
	Risk Ref
	Risk Description
	Mitigating Control(s)/Actions
	Likely
	Severity
	Score

	
	
	
	(See details below)
	(See details below)

	1
	Process	If GPs are on a shared network, they need to consult with the other Practices to ensure they are happy for this to be rolled out onto their shared area.
 
	Heidi is not connected to GP systems and doesn’t need to be integrated to clinical systems therefore shouldn't affect other GP within the same network.
 
	0
	0
	0 - Eliminated 

	2
	GDPR	EU AI Act prohibiting AI within practices. 
	Heidi are:  
Keeping Heidi firmly in the low-risk category and avoiding any functionalities that could fall under prohibited AI practices. In addition Heide will continue having in-house medical knowledge team perform ongoing data and model validation tests and any conformance testing that might be required depending on classification (currently looks like it will be a limited or minimal risk system). 
Heidi have started pursuing ISO 42001 certification which is the newly created assurance framework for AI systems which are hoping to obtain by mid 2025. 
Heidi will remain aware of any legislative or regulatory developments in the EU and the UK.

	1
	1
	2 - Low

	3
	Process	GP systems and data are breached by
unauthorised persons or becomes unavailable
	GP practice to refer to data breach procedures in the event of data breach. 
Access controls are in place to prevent data breaches. 
Regular policy and Information Governance training is required by all staff, on an annual basis. 
	1
	1
	2 - Low

	4
	Process	Loss of Heidi AI software / System is unavailable during critical times
	GP Practice to revert to previous procedures in manually taking notes of clinical appointment. 

	1
	1
	2 - Low

	5
	GDPR	GP data are breached in transit due to improper encryption
	Patient data is de-identified prior to reaching Heidi systems. No patient identifiable data is within Heidi systems. 
Heidi employs stringent privacy and security measures, including end-to-end and at rest encryption. All privacy data is encrypted in transit using TLS 1.2 or higher and at rest with AES-256.
	1
	1
	2 - Low

	6
	Process	Data Quality issues
	Heidi has employed a stringent validation process involving rigorous quality assurance processes on all outputs, including clinical validation by internal healthcare professionals with clinical backgrounds and experience, technical accuracy assessments, and real-world testing to ensure Heidi meets the high standards. Heidi also implement continuous monitoring and updates post-deployment to guarantee our model remains as accurate and bias free as possible. 
Heidi use in-product reminders for clinicians to check all outputs for completeness, relevance, and accuracy.
It is the responsibility of the GP practice to ensure the data recorded by Heidi is accurate and reflects the discussion with the patient. 

	1
	1
	2 – Low

	7
	Governance
	Records management risk as the vendor does not keep a copy of the patient consultation and Heidi deletes it once the practice manager approves the translation prior to upload to EPR. 
Challenges if details recorded in the EPR system are questioned by the patient as the original file would not be available – i.e. personal injury claims, coroner court enquiries etc.


	GP Practice/Clinician responsibility to ensure a copy of the transcription is uploaded into the EPR. 
GP Practice to consider emailing a copy of the transcribed consultation or requesting the patient to verify before being uploaded to the EPR. 
	1
	1
	2 – Low

	8
	GDPR
	Function creep over how personal data is processed is caused by not defining what purpose you will use your AI system. As a consequence, individuals lose control over how their data is being used.
	Heidi data flow diagrams are used to demonstrate our track of data usage across the system, including the AI system usage. We have cleary identified the purpose specification in AI system design documentation. In our publicly available UKGDPR Privacy Policy (https://www.heidihealth.com/legal/ukgdpr-compliance-policy) we outline the purposes of processing personal data.
	1
	1
	2 – Low

	9
	Supplier
	AI systems producing unfair outcomes for individuals are caused by insufficiently diverse training data, training data inappropriate for the purpose of the AI system, training data that reflects past discrimination, design architecture choices or another reason. As a consequence, individuals suffer from unjustified adverse impacts such as discrimination, financial loss or other significant economic or social disadvantages.

	Decision making is not automated. 

Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.

	0
	0
	0 – Eliminated 

	10
	GDPR
	The lack of transparency, interpretability and/or explainability is caused by choices about how an AI system is designed and developed. As a consequence, individuals lack the understanding about how their data is being used, how the AI system affects them, and how to exercise their individual rights. 
f
	Heidi have a publicly available UKGDPR Privacy policy that outlines individuals rights in regards to their personal data. This policy also outlines how data access, change, and deletion request are made (https://www.heidihealth.com/legal/ukgdpr-compliance-policy), as well as transparent, plain-language information on our safety page (https://www.heidihealth.com/safety), our trust center (https://trust.heidihealth.com/), and our UK compliance page (https://www.heidihealth.com/compliance/uk).

	1
	1
	2 – Low

	11
	Malware
	Attack on Heidi system / undetected security vulnerabilities 
	Heidi has implemented robust authentication and access control mechanisms for the entire system infrastrcuture. All data at rest or in transit are encrypted.

To help identify or detect system vulnerabilities, Heidi provided staff with training including cybersecurity training, educated users on recognising and reporting potential security threats, established regular security audits and penetration testing, and implemented incident response and data breach notification procedures.

In addition, Heidi has developed a secure enclave for processing highly sensitive data via de-identification model. We also conduct regular simulated attack exercises, and have implemented a formal process for continuous security assessment and improvement.

Security testing frameworks in place within Heidi. 

	1
	1
	2 – Low

	12
	GDPR
	The excessive and irrelevant collection of personal data is caused by a default approach to collect as much data as possible to design and build AI systems. As a consequence, individuals suffer from unlawful and unfair processing.
	To address this risk, Heidi has implemented data minimisation techniques. In addition, have developed AI models that can perform effectively with minimal data, implemented automated data relevance assessment tools.
Heidi conduct regular internal discussion on the collection of personal data, and ways in which to minimise both the processing, and collection of personal data
Heidi employ a compliance and security monitoring software called Vanta. This allows for real-time monitoring of employee devices, security awareness training, and policy acceptance. Additionally, Heidi facilitate regular engineering knowledge sharing, to stay on top of best security and software development practices.
Both Heidi Medical Knowledge and Engineering teams are comprised of industry experts who are well versed in best practices for data collection.
	1
	1
	2 – Low

	13
	Supplier
	Inappropriate access to training data, training code, and deployment code is caused by lax security policies. As a consequence, individuals may have their personal data subjected to data poisoning attacks leading to unfair advantages or disadvantages.
	Heidi apply stringent data security and privacy controls throughout the development, delivery, and support of Heidi. These controls include data encryption, secure coding practices, access control based on the principle of least privilege, and the implementation of privacy by design principles. Regular security audits and compliance checks ensure adherence to industry standards and regulatory requirements.

Employee access rights are reviewed quarterly, and logs are maintained for all access and changes.
	1
	1
	2 – Low

	14
	Supplier
	The collection of too much personal data is caused by not applying de-identification techniques. As a consequence, individuals suffer from unlawful and unfair processing.
	Heidi employs a de-identification process to all transcripts. It is important to note that Heidi do not use these transcripts for the purpose of model training.
Heidi perform regular vendor security reviews and engage in strict data processing agreements with our third-party vendors which enforce zero-retention and no secondary usage policies to protect our users' data.
	2
	2
	4 - Medium



	EXAMPLES of risks - FOR INFORMATION ONLY

	Education
	Breach of IG policies and guidance due to lack of visibility, communication and training

	GDPR
	Non-compliant with GDPR implementation

	Malware
	Threat from malicious links/ attachments

	Process
	Information is lost/ processed in a non-compliant manner due to gaps in processes and poor controls

	Purchasing
	Limited governance over low spends allows DPIA process bypass

	Sharing
	Sharing information inappropriately or illegally due to immature technology or understanding of legislation

	Supplier
	Suppliers breach Privacy Law due to poor information handling practices/ IT security




Mitigating Control(s)
 Appendix A
	Encryption
	Means implemented for ensuring the confidentiality of data stored (in the database, in flat files, backups, etc.), as well as the procedure for managing encryption keys (creation, storage, change in the event of suspected cases of data compromise, etc.).
 Describe the encryption means employed for data flows (VPN, TLS, etc.) implemented in the processing.

	Anonymisation
	Indicate here whether anonymization mechanisms are implemented, which ones and for what purpose. 
 Remember to clearly distinguish between anonymous and pseudonymous data.

	Partitioning
	Implementation of data partitioning helps to reduce the possibility that personal data can be correlated and that a breach of all personal data may occur.

	Logical Access Control
	Methods to define and attribute users' profiles. Specify the authentication means implemented. Where applicable, specify the rules applicable to passwords (minimum length, required characters, validity duration, number of failed attempts before access to account is locked, etc.).

	Traceability (logging)
	Policies that define traceability and log management.

	Archiving
	Where applicable, describe here the processes of archive management (delivery, storage, consultation, etc.) under your responsibility. Specify the archiving roles (offices of origin, transferring agencies, etc.) and the archiving policy. State if data may fall within the scope of public archives.

	Paper document security
	Where paper documents containing data are used during the processing, indicate here how they are printed, stored, destroyed and exchanged.

	Minimising the amount of personal data
	The following methods could be used: Filtering and removal, reducing sensitivity via conversion, Reducing the identifying nature of data, Reducing data accumulation, Restricting data access


 
Physical Security Control
 
	Operating security
	Policies implemented to reduce the possibility and the impact of risks on assets supporting personal data.

	Clamping down on malicious software
	Controls implemented on workstations and servers to protect them from malicious software while accessing less secure networks.

	Managing workstations
	Controls implemented on workstations (automatic locking, regular updates, configuration, physical security, etc.) to reduce the possibility to exploit software properties (operating systems, business applications etc.) to adversely affect personal data.

	Website security
	Implementation of ANSSI's Recommendations for securing websites.

	Backups
	Policies and means implemented to ensure the availability and/or integrity of the personal data, while maintaining their confidentiality.

	Maintenance
	Policies describing how physical maintenance of hardware is managed, stating whether this is contracted out.
 Indicate whether the remote maintenance of apps is authorized, and according to what arrangements. Specify whether defective equipment is managed in a specific manner.

	Processing Contracts
	Regulate the procurement relations via a contract signed intuitu personæ.
 - Require the processor to forward its Information Systems Security Policy (PSSI) along with all supporting documents of its information security certifications and append said documents to the contract. Ensure that the measures pursuant to its PSSI comply with the ICO's recommendations in this respect.
 - Precisely determine and set, on a contractual basis, the operations that the processor will be required to carry out on personal data: 
 1) The data to which it will have access or which will be transmitted to it.
 2) The operations it must carry out on the data.
 3) The duration for which it may store the data.
 4) Any recipients to which the data controller requires it to transmit the data.
 5) The operations to be carried out at the end of the service (permanent deletion of data or return of the data in the context of reversibility then destruction of data at the processor's).
 6) The security objectives set by the data controller. 
 - Determine, on a contractual basis, the division of responsibility regarding the legal processes aimed at allowing the data subjects to exercise their rights.
 - Explicitly prohibit or regulate use of tier-2 processors.
 - Clarify in the contract that compliance with the data protection obligations is a binding requirement of the contract.

	Network security
	Depending on the type of network on which the processing is carried out (isolated, private or Internet). Specify which firewall system, intrusion detection systems or other active or passive devices are in charge of ensuring network security.

	Physical access control
	Policies to ensure physical security (zoning, escorting of visitors, wearing of passes, locked doors and so on). Indicate whether there are warning procedures in place in the event of a break-in.

	Monitoring network activity
	Monitor intrusion detection systems and intrusion prevention systems in order to analyse network (wired networks, Wi-Fi, radio waves, fibre optics, etc.) traffic in real time and detect any suspicious activity suggestive of a cyber-attack scenario.

	Hardware security
	Indicate here the controls bearing on the physical security of servers and workstations (secure storage, security cables, confidentiality filters, secure erasure prior to scrapping, etc.).

	Avoiding sources of risk
	Documentation on implantation area, which should not be subject to environmental disasters (flood zone, proximity to chemical industries, earthquake or volcanic zone, etc.). Specify if dangerous products are stored in the same area.

	Protecting against non-human sources of risks
	Policies describing the means of fire prevention, detection and fighting. Where applicable, indicate the means of preventing water damage. Also specify the means of power supply monitoring and relief.


 
Organisational Control
 
	Organisation
	Specify whether a person is responsible for the enforcement of privacy laws and regulations. Specify whether there is a monitoring committee (or equivalent) responsible for the guidance and follow-up of actions concerning the protection of privacy.

	Policy
	Set out important aspects relating to data protection within a documentary base making up the data protection policy and in a form suited to each type of content (risks, key principles to be followed, target objectives, rules to be applied, etc.) and each communication target (users, IT department, policymakers, etc.).

	Managing Privacy risks
	Policy describing processes to control the risks that processing operations performed by the organization pose on data protection and the privacy of data subjects (building a map of the risks, etc.)

	Integrating privacy protection in projects
	Existence of a policy designed integrate the protection of personal data in all new processing operations.

	Managing personal data violations
	Existence of an operational organization that can detect and treat incidents that may affect the data subjects' civil liberties and privacy.

	Personnel management
	Existence of a policy describing awareness-raising controls are carried out with regard to a new recruit and what controls are carried out when persons who have been accessing data leave their job.

	Relations with third parties
	Existence of a policy and processes reducing the risk that legitimate access to personal data by third parties may pose to the data subjects' civil liberties and privacy.

	Supervision
	Existence of a policy and processes to obtain an organization able to manage and control the protection of personal data held within it.


 
Severity Definitions
	Severity
	Description

	Negligible severity
	Data subjects either will not be affected or may encounter a few inconveniences, which they will overcome without any problem.
 Examples:
 - physical : transient headaches
 - material : loss of time in repeating formalities or waiting for them to be fulfilled, receipt of unsolicited mail (e.g.: spams), reuse of data published on websites for the purpose of targeted advertising , etc.,
 - moral : mere annoyance, feeling of invasion of privacy without real or objective harm (commercial intrusion), etc.

	Limited severity
	Data subjects may encounter significant inconveniences, which they will be able to overcome despite a few difficulties
 Examples :
 - physical : minor physical ailments (minor illness due to disregard of contraindications), defamation resulting in physical or psychological retaliation, etc.
 - material : Unanticipated payments (fines imposed erroneously), denial of access to administrative or commercial services , Receipt of unsolicited targeted mailings likely to damage the reputation of data subjects, etc.
 - moral : minor but objective psychological ailments, feeling of invasion of privacy without irreversible damage, intimidation on social networks, etc.

	Significant severity
	Data subjects may encounter significant consequences, which they should be able to overcome albeit with real and serious difficulties
 Examples: 
 - physical : serious physical ailments causing long-term harm (worsening of health due to improper care, or disregard of contraindications), lteration of physical integrity for example following an assault, an accident at home, work, etc.
 - material : misappropriation of money not compensated, targeted, unique and non-recurring, lost opportunities (home loan, refusal of studies, internships or employment, examination ban), loss of housing, loss of employment, etc.
 - moral : serious psychological ailments (depression, development of a phobia), feeling of invasion of privacy with irreversible damage, victim of blackmailing, cyberbullying and harassment, etc.

	Maximum severity
	Data subjects may encounter significant, or even irreversible, consequences, which they may not overcome
 Examples :
 - physical : long-term or permanent physical ailments, permanent impairment of physical integrity, death
 - material : financial risk, substantial debts, inability to work, inability to relocate, loss of evidence in the context of litigation, loss of access to vital infrastructure (water, electricity), etc.
 - moral : long-term or permanent psychological ailments, criminal penalty, abduction, loss of family ties, inability to sue, change of administrative status and/or loss of legal autonomy (guardianship), etc.


 
Likelihood Definitions
 
	Severity
	Description

	Negligible likelihood
	It does not seem possible for the selected risk sources to materialize the threat by exploiting the properties of supporting assets (e.g.: theft of paper documents stored in a room protected by a badge reader and access code).

	Limited likelihood
	It seems difficult for the selected risk sources to materialize the threat by exploiting the properties of supporting assets (e.g.: theft of paper documents stored in a room protected by a badge reader).

	Significant likelihood
	It seems possible for the selected risk sources to materialize the threat by exploiting the properties of supporting assets (e.g.: theft of paper documents stored in offices that cannot be accessed without first checking in at the reception).

	Maximum likelihood
	It seems extremely easy for the selected risk sources to materialize the threat by exploiting the properties of supporting assets (e.g.: theft of paper documents stored in the public lobby).


 


Risk Mapping
 
	In accordance with the Risk Treatment Process

	Score
	Risk Class

	1
	Negligible

	2
	Limited

	3
	Significant

	4
	Maximum


	
 
 
	Severity

	
	Negligible (1)
	Limited (2)
	Significant (3)
	Maximum (4)

	Likelihood
	Maximum (4)
	Medium
(4)
	High
(8)
	Very High
(12)
	Very High
(16)

	
	Significant (3)
	Medium
(3)
	High
(6)
	High
(9)
	Very High
(12)

	
	Limited (2)
	Low
(2)
	Medium
(4)
	High
(6)
	High
(8)

	
	Negligible (1)
	Low
(1)
	Low
(2)
	Medium
(3)
	Medium
(4)
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CYBER
ESSENTIALS

CERTIFICATE OF ASSURANCE

Heidi Health Trading Pty Ltd

Level 5, 24-26 Cubitt Street Cremorne 3121
COMPLIES WITH THE REQUIREMENTS OF THE CYBER ESSENTIALS SCHEME

NAME OF ASSESSOR : Philip Horner
CERTIFICATE NUMBER : 0fd4036c-35bd-4493-b704-95adc158e165 DATE OF CERTIFICATION : 2024-04-08
PROFILE VERSION : 3.1 (Montpellier) RECERTIEICATION DUE : 2025-04-08

SCOPE : Whole organisation excluding development and testing networks

SCAN QR CODE TO VERIFY THE AUTHENTICITY OF THIS CERTIFICATE

FICATION MARK CERTIFICATION BODY CYBER ESSENTIALS PARTNER

»__CYBER
" ESSENTIALS

v
\/, CONSORTIUM

CERTIFIED

The Certificate certifies that the organisation was assessed as meeting the Cyber Essentials implementation profile and thus that, at the time of testing, the organisations ICT defences were assessed as
satisfactory against commodity based cyber attack. However, this Certificate does not in any way guarantee that the organisations defences will remain satisfactory against a cyber attack.
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PRESCIENT
SECURITY

CERTIFICATE OF REGISTRATION

INFORMATION SECURITY MANAGEMENT SYSTEM - ISO/IEC 27001:2022

The Certification Body of Prescient Security LLC hereby certifies that the following organization operates a
Information Security Management System that conforms to the requirements of 1ISO/IEC 27001:2022.

Heidi Health Trading Pty Ltd.

Level 5, 24-26 Cubitt St. Cremorne VIC 3121 Australia

for the following scope of registration

The scope of the ISO/IEC 27001:2022 certification is limited to information security management systems (ISMS)
that supports Heidi Health Trading Pty Ltd.’s Telehealth (Web and Mobile) Platform which is hosted in Amazon
Web Services (AWS). This certification also covers various departments which are part of the ISMS, including
Information Technology, Software Development, Human Resources, Information Security, Legal, and Finance
teams. This aligns with the Statement of Applicability version 3.3 dated June 21, 2024.

CERTIFICATE NUMBER: 122235

Original Issue Date | May 11, 2023
Revision Date || July 15, 2024
Surveillance Year 2 Audit Due | May 11, 2025

Valid Until | May 10, 2026

Authorized By: o

Feiinne & 1SO/IEC IAS
27001:2022

Sammy Chowdhury

Certification Manager el Al ACCREDITED

. . V4 Management Systems
Prescient Security LLC Certification Body

MCSB-267

CONDITIONS & LIMITATIONS:

. The aforementioned organization has a perpetual responsibility to maintain compliance with ISO/IEC 27001:2022 during the period of certification.

. This certificate is subject to the satisfactory completion of annual surveillance by Prescient Security LLC.

. ISO/IEC 27001:2022 compliance audits are not designed to detect or prevent criminal activity or other acts that may result in an information security breach. As such,
this certification should not be construed as a guarantee or assurance that an organization is unsusceptible to information security breaches.

. The information in this document is provided "AS IS”, without warranties of any kind. Prescient Security LLC. expressly disclaims any representations and warranties,
including, without limitation, the implied warranties of merchantability and fitness for a particular purpose.

. This certificate is the property of Prescient Security LLC and is bound by the conditions of the contract. The authenticity of this certificate can be validated by contacting
Prescient Security. For more information about the validity of this certificate, please contact isoteam@prescientsecurity.com
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Certificate Number: 122235

No activity of the organization within the scope of certification is undertaken at a defined physical location. All activities of the organization are
conducted remotely.

CONDITIONS & LIMITATIONS:

. The aforementioned organization has a perpetual responsibility to maintain compliance with ISO/IEC 27001:2022 during the period of certification.

. This certificate is subject to the satisfactory completion of annual surveillance by Prescient Security LLC.

. ISO/IEC 27001:2022 compliance audits are not designed to detect or prevent criminal activity or other acts that may result in an information security breach. As such,
this certification should not be construed as a guarantee or assurance that an organization is unsusceptible to information security breaches.

. The information in this document is provided "AS IS”, without warranties of any kind. Prescient Security LLC. expressly disclaims any representations and warranties,
including, without limitation, the implied warranties of merchantability and fitness for a particular purpose.

. This certificate is the property of Prescient Security LLC and is bound by the conditions of the contract. The authenticity of this certificate can be validated by contacting
Prescient Security. For more information about the validity of this certificate, please contact isoteam@prescientsecurity.com
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Table of contents

The assessment criteria is made up of five core components. Sections A and B will provide the assessors the context required to understand
your product and support your evidence. The core assessment criteria is defined in section C1-C4. Section D details the key Usability and
Accessibility principles required. Further frequently asked questions are available at the end of the document.

The core criteria in Section C will determine the overall success of the assessment of your product or service. The accompanying score
provided from Section D will show the level of adherence to the NHS Service Standard.

Table of contents 2
A. Company information - Non-assessed section 3
B. Value proposition - Non-assessed section 5
C. Technical questions - Assessed sections 7
C1 - Clinical safety 7
C2 - Data protection 14
C3 - Technical security 20
C4 - Interoperability criteria 23
D. Key principles for success 28
D1 - Usability and accessibility - scored section 28
Supporting documentation 36
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A. Company information - Non-assessed section

Information about your organisation and contact details.
Code Question Options
A1 Provide the name of your company Heidi Health Ltd
A2 Provide the name of your product Heidi
A3 Provide the type of product Software as a Service (SaaS)
A4 Provide the name and job title of the individual who will be the key contact Dr Kieran McLeod - Clinical Safety Officer

at your organisation Yassin Omar- Head of Compliance
A5 Provide the key contact's email address Dr Kieran McLeod- kieran@heidihealth.com.au
Yassin Omar- yassin@heidihealth.com.au

A6 Provide the key contact's phone number N/A
A7 Provide the registered address of your company 49 GREEK STREET
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LONDON UNITED KINGDOM W1D 4EG

A8 In which country is your organisation registered? United Kingdom
A9 If you have a Companies House registration in the UK please provide your 15878893
number
|;| apph_eale_le f“5| |;e|;|;u;as yourlastassessment from-the-Care Quakty Notapplicable
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B. Value proposition - Non-assessed section

Please set out the context of the clinical, economic or behavioural benefits of your product to support the review of your technology.
This criteria will not be scored but will provide the context of the product undergoing assessment.

Where possible, please provide details relating to the specific technology and not generally to your organisation.

Code Question Options Supporting information
B1 Who is this product intended to be Patients | Diagnostics | This product is intended to be used by clinicians (e.g.
used for? Clinical Support | doctors, nurses, mental health workers, allied
Infrastructure | professionals) as a productivity tool to assist with clinical
Workforce | Other note-taking and documentation.
B2 Provide a clear description of what Free text Heidi is designed to be an ambient Al clinical
the product is designed to do and of documentation scribe, with the ability to listen to
how it is expected to be used conversations between clinicians and their patients and

to then generate clinical notes and other relevant
documentation related to the patients’ care, such as
referral letters, medical certificates etc.

B3 Describe clearly the intended or Free text The primary benefit to our clinician users is the reduction
proven benefits for users and in time spent on clinical documentation, such as
confirm if / how the benefits have manually updating the EMR or the writing of documents
been validated such as referral letters etc. The majority of clinicians we
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have interviewed have stated that they spend time
outside normal working hours (e.g. in the evenings)
updating their records for that day’s visits, often for more
than an hour. Heidi stands to substantially reduce the
burden of note-taking and admin on clinicians and
potentially reduce their risk of burnout in the process.

B4

Please attach one or more user
journeys which were used in the
development of this product

Where possible please also provide
your data flows

Provided

User journey and data flows attached. See the User
Journeys & Data Flows document attached.
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C. Technical questions - Assessed sections

C1 - Clinical safety

Establishing that your product is clinically safe to use.
You must provide responses and documentation relating to the specific technology product that is subject to assessment.

The DCBO0129 standard applies to organisations that are responsible for the development and maintenance of health IT systems. A health IT
system is defined as “product used to provide electronic information for health and social care purposes”. DTAC is designed as the
assessment criteria for digital health technologies and C1 Clinical Safety Criteria is intended to be applied to all assessments. If a developer
considers that the C1 Clinical Safety is not applicable to the product being assessed, rationale must be submitted exceptionally detailing why
DCB0129 does not apply.

The DCB0160 standard applies to the organisation in which the health IT is deployed or used. It is a requirement of the standard (2.5.1) that in
the procurement of health IT systems the organisation must ensure that the manufacturer and health IT system complies with DCB0129. The
organisation must do so in accordance with the requirements and obligations set out in the DCB0160 standard. This includes personnel having
the knowledge, experience and competences appropriate to undertaking the clinical risk management tasks assigned to them and
organisations should ensure that this is the case when assessing this section of the DTAC.

If the Clinical Safety Officer or any other individual has concerns relating to safety of a medical device including software and apps, this should
be reported to the Medicines and Healthcare products Regulatory Agency (MHRA) using the Yellow Card reporting system: Report a problem
with a medicine or medical device - GOV.UK (www.gov.uk).
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Code Question Options Supporting information Scoring criteria
C1.1 Have you undertaken Yes The DCB0129 standard applies to Completed
Clinical Risk Management organisations that are responsible for
activities for this product the development and maintenance of
which comply with health IT systems. A health IT system
DCB0129? is defined as “product used to provide
electronic information for health and
social care purposes”.
C1.1.1 Please detail your clinical Provided DCB0129 sets out the activities that Clinical Risk Management System
risk management system must and should be undertaken for document is attached
health IT systems.
An example clinical risk management
system template can be downloaded
from the NHS Digital website.
C1.1.2 Please supply your Clinical Provided Specifically, your DTAC submission To pass, the developer is required to

Safety Case Report and
Hazard Log/Risk Register

should include:

submit the Clinical Safety Case Report
and Hazard Log that is compliant with the
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e A summary of the product and
its intended use

e A summary of clinical risk
management activities

e A summary of hazards
identified which you have been
unable to mitigate to as low as
it is reasonably practicable

e The clear identification of
hazards which will require user
or commissioner action to
reach acceptable mitigation (for
example, training and business
process change)

It should not include the hazard log in
the body of the document - this should
be supplied separately.

Example Clinical Safety Case Report
and Hazard Log templates can be
downloaded from the NHS Digital
website.

requirements set out in DCB0129. This
should be commensurate with the scale
and clinical functionality of the product and
address the clinical risk management
activities specified with the standard.

The Clinical Safety Case Report should
present the arguments and supporting
evidence that provides a compelling,
comprehensible and valid case that a
system is safe for a given application in a
given environment at the defined point in
the products lifecycle. It should provide the
reader with a summary of all the relevant
knowledge that has been acquired relating
to the clinical risks associated with the
product at that point in the life cycle:

e A clear and concise record of the
process that has been applied to
determine the clinical safety of the
product

e A summary of the outcomes of the
assessment procedures applied

e A clear listing of any residual
clinical risks that have been
identified and the related
operational constraints and
limitations that are applicable

e A clear listing of any hazards and
associated clinical risks that have
been transferred, together with any
declared risk control measures, that
are to be addressed as part of the
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clinical risk management process in
the organisation where the product
is being deployed

e A listing of outstanding test issues /
defects associated with the product
which may have a clinical safety
impact.

The Hazard Log/Risk Register should
record and communicate the on-going
identification and resolution of hazards
associated with the product. All
foreseeable hazards should be identified,
and the risk of such hazards should be
reduced to acceptable levels.

A summary should also be provided to the
assessor of identified hazards that the
developer has been unable to mitigate to
as low as it is reasonably practicable. It
should also clearly identify the hazards
which will require user or commissioner
action to reach acceptable mitigation.

C1.2

Please provide the name
of your Clinical Safety
Officer (CSO), their
profession and registration

The CSO must:

e Be a suitably qualified and
experienced clinician

Dr Kieran McLeod - Medical Knowledge
Lead and Clinical Safety Officer

Developed ByeGwaai, a South African

10
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details

e Hold a current registration with
an appropriate professional
body relevant to their training
and experience

e Be knowledgeable in risk
management and its
application to clinical domains

e Be suitably trained and
qualified in risk management or
have an understanding in
principles of risk and safety as
applied to Health IT

e Have completed appropriate
training

The work of the CSO can be
undertaken by an outsourced third

party.

mobile-app based smoking cessation
program & previously clinical advisor to
the Digital Therapeutics Alliance.

e Bachelor of Medicine, Bachelor of
Surgery (MBChB) University of
Cape Town, South Africa

e Diploma Primary Emergency Care
(Colleges of Medicine South Africa)

e Prompt Engineering (Vanderbilt
University)

e Health Professions Council of
South Africa - Registered
Independent Practitioner (Reg no.:
MP0841846)

C13

If your product falls within
the UK Medical Devices
Regulations 2002, is it
registered with the

Not
applicable

Currently, Heidi does not fall under the
MHRA'’s definition of a medical device.
Unlike some providers whose products
may include functionalities that diagnose,

11
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Medicines and Healthcare
products Regulatory
Agency (MHRA)?

treat, or actively guide clinical decisions—
thus requiring them to register—we’ve
made a conscious decision at this stage to
focus solely on administrative support and
documentation. Heidi doesn’t diagnose or
prescribe treatment; we emphasize this
limited functionality in our training
materials, usage policies, and terms.
Given our current scope, we don’t meet
the criteria that would place us within the
medical device category. Of course, if
regulatory frameworks evolve or if
additional features are introduced that do
go beyond administrative support, we’ll
reevaluate our position and consider
MHRA registration and ensure we stay
aligned with all relevant requirements.

T 4 , . I I
valid-

C132 If the UK Medical Device Not
Regulations2002-are applicable
your-Declaration-of
~onformi it

12
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C1.4 Do you use or connect to No If no, continue to section C2.
any third-party products?
DCB0129 contains the requirements
in relation to third party products.

I » | Ric} No | ded The Clinical Ris)
Management evidenee Managementdocumentation-mustmeet
| I lab] I . lotailod | .

C2 - Data protection
Establishing that your product collects, stores and uses data (including personally identifiable data) compliantly.

This section applies to the majority of digital health technology products however there may be some products that do not process any NHS
held patient data or any identifiable data. If this is the case, the Data Protection Officer, or other suitably authorised individual should
authorise this data protection section being omitted from the assessment.

Code Question Options Supporting information Scoring criteria

13
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C21 If you are required to Provided There are some instances Registration reference ZB671518
register with the where organisations are not
Information required to register with the
Commissioner, please Information Commissioner. This
attach evidence of a includes where no personal
current registration. information is being processed.
If you are not required to
register, please attach a The Information Commissioner
completed self- has a registration self-
assessment showing the assessment tool to support this
outcome from the decision making.
Information
Commissioner and your
responses which support
this determination.

C2.2 Do you have a nominated Yes Not all organisations are

Data Protection Officer
(DPO)?

required to have a Data
Protection Officer (DPO). This is
determined by the type of
organisation and core activities.
The most common reason for
organisations providing digital
health technologies to have a
DPO is due to the core activities
involving processing health data
(being a special category).

14
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The Information Commissioner
has a self-assessment tool to
determine whether you must
appoint a DPO.

C2.2.1

If you are required to
have a nominated Data
Protection Officer, please
provide their name.

If you are not required to
have a DPO please
attach a completed self-
assessment showing the
outcome from the
Information
Commissioner and your
responses which support
this determination.

Name: Yassin Omar
Role: Head of Compliance

Email: yassin@heidihealth.com.au

C23

Does your product have

access to any personally
identifiable data or NHS

held patient data?

Yes

The UK General Data Protection
Regulation (GDPR) applies to
the processing of personal data.

If no, continue to question C2.4

C2.3.1

Please confirm you are
compliant (having
standards met or
exceeded status) with the
annual Data Security and

Confirmed

The Data Security and
Protection Toolkit allows
organisations to measure
performance against the
National Data Guardian’s 10

To pass, the developer must confirm that they

are compliant with the Data Security and

Protection Toolkit Assessment. This should be

validated against the Data Security and

Protection Toolkit database and achieve

15
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Protection Toolkit
Assessment.

If you have not completed
the current year's
assessment and the
deadline has not yet
passed, please confirm
that you intend to
complete this ahead of
the deadline and that
there are no material
changes from your
previous years
submission that would
affect your compliance.

data security standards.

Standards Met or Exceeded status.

Dependent on the date of the assessment
versus the opening of the annual assessment
period, it may be that a developer has not yet
completed the toolkit. The developer is asked
to confirm that they will complete the
assessment and that they will maintain their
compliance versus the previous year.

C2.3.2

Please attach the Data
Protection Impact
Assessment (DPIA)
relating to the product.

Provided

DPIA’s are a key part of the
accountability obligations under
the UK GDPR, and when done
properly help organisations
assess and demonstrate how
they comply with data protection
obligations.

The Information Commissioner
has provided guidance on how
to complete a DPIA and a
sample DPIA template.

To pass, the developer must provide a DPIA
that is compliant with the requirements set out
under the General Data Protection
Regulations. It should ensure that risks to the
rights and freedoms of natural persons are
managed to an acceptable level.

The DPIA should:

e Establish the context; taking into
account the nature, scope, context and
purposes and processing and the
sources of the risk

16
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e Assess the risks; considering the

particular likelihood and severity of high
risks

Treat the risks; through mitigation and
ensuring the protection of personal
data and demonstrating compliance
with the GDPR

It should include:

e A description of the envisaged

processing operations and the
purposes of the processing

An assessment of the necessity and
proportionality of the processing

An assessment of the risks to the rights
and freedoms of data subjects

The measures envisaged to address
the risks and to demonstrate
compliance with the GDPR

C24

Please confirm your risk
assessments and
mitigations / access
controls / system level
security policies have
been signed-off by your
Data Protection Officer (if
one is in place) or an
accountable officer where
exempt in question C2.2.

Confirmed

17
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C2.5 Please confirm where you UK/EU
store and process data only
(including any third-party All data storage is on servers located within
products your product the UK.
uses)
All third-party processing occurs within the UK
or EU. For a list of our most up to date
subprocessors please see
https://trust.heidihealth.com/subprocessors.
C2.5.1 If you process store or EU From 1 January 2021, the UK Ireland and Germany- both locations are

process data outside of
the UK, please name the
country and set out how
the arrangements are
compliant with current
legislation

GDPR applies in the UK in
place of the “EU GDPR’. The
UK GDPR will carry across
much of the existing EU GDPR
legislation. The Department for
Digital, Culture, Media & Sport
has published two Keeling
Schedules which show the
changes to the Data Protection
Act 2019 and EU GDPR.

The Information Commissioner
has published guidance on
international data transfers after

within the EU and as such are compliant with
UK GDPR legislation.

18
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the UK exit from the EU
Implementation Period.

C3 - Technical security

Establishing that your product meets industry best practice security standards and that the product is stable.

Dependent on the digital health technology being procured, it is recommended that appropriate contractual arrangements are put in place for
problem identification and resolution, incident management and response planning and disaster recovery.

Please provide details relating to the specific technology and not generally to your organisation.

Code

Question

Options

Supporting information

Scoring criteria

C3.1

Please attach your Cyber

Provided

Cyber Essentials helps

Attached

19






Digital Technology Assessment Criteria for Health and Social Care (DTAC) - Version 1.0 22 February 2021. Last updated: 16t

h April 2021

Essentials Certificate

organisations guard against
the most common cyber
threats.

The National Cyber Security
Centre (NCSC) have
published cyber security
guidance for small to medium

enterprises (SME’s).

C3.2 Please provide the summary Provided The NCSC provides Most recent penetration test provided
report of an external guidance on penetration
penetration test of the testing. The OWASP
product that included Open Foundation provides
Web Application Security guidance on the OWASP top
Project (OWASP) Top 10 10 vulnerabilities.
vulnerabilities from within the
previous 12-month period.
C3.3 Please confirm whether all Yes - Internal The NCSC provides Yes, all custom code developed for Heidi

custom code had a security
review.

code review

guidance on producing clean
and maintainable code.

undergoes a thorough security review
process as part of our commitment to
maintaining high standards of
cybersecurity and data protection. This
internal review process is aligned with the
principles outlined by the National Cyber
Security Centre (NCSC), focusing on
producing clean, maintainable code that

20
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minimizes security risks. Our
development team adheres to best
practices in secure coding, and each
update or addition to our system's
codebase is scrutinized for vulnerabilities
and compliance with established security
guidelines before being deployed.

C3.4 Please confirm whether all Yes The NCSC provides Yes all privileged accounts have MFA
privileged accounts have guidance on Multi-Factor enabled, either mobile sms or
appropriate Multi-Factor Authentication. authenticator token. MFA compliance is
Authentication (MFA)? enabled by default and continuously

monitored.

C3.5 Please confirm whether Yes The NCSC provides We maintain comprehensive audit trails

logging and reporting
requirements have been
clearly defined.

guidance on_logging and
protective monitoring.

To confirm yes to this
question, logging (e.g., audit
trails of all access) must be
in place. It is acknowledged
that not all developers will
have advanced audit
capabilities.

for all system accesses and interactions,
ensuring traceability and accountability.
Our logging framework is designed to
support both basic and advanced audit
capabilities, enabling real-time analysis
and alerting for potential security threats
or anomalies.
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C3.6

Please confirm whether the
product has been load tested

Yes

Load testing should be
performed.

Yes, Heidi has undergone comprehensive
load testing to ensure it can handle the
expected volume of users and data
processing demands without
compromising performance or reliability.
This testing simulates real-world usage
scenarios at peak load and beyond, to
guarantee stability and responsiveness of
our product under various conditions.

C4 - Interoperability criteria

Establishing how well your product exchanges data with other systems.

To provide a seamless care journey, it is important that relevant technologies in the health and social care system are interoperable, in terms
of hardware, software and the data contained within. For example, it is important that data from a patient’'s ambulatory blood glucose monitor
can be downloaded onto an appropriate clinical system without being restricted to one type. Those technologies that need to interface within
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clinical record systems must also be interoperable. Application Programme Interfaces (APIs) should follow the Government Digital Services
Open API Best Practices, be documented and freely available and third parties should have reasonable access in order to integrate
technologies.

Good interoperability reduces expenditure, complexity and delivery times on local system integration projects by standardising technology and
interface specifications and simplifying integration. It allows it to be replicated and scaled up and opens the market for innovation by defining
the standards to develop upfront.

This section should be tailored to the specific use case of the product and the needs of the buyer however it should reflect the standards used
within the NHS and social care and direction of travel.

Please provide details relating to the specific technology and not generally to your organisation.

Code Question Options Supporting Scoring criteria
information
C4.1 Does your product expose No The NHS website To pass, developers must demonstrate that
any Application Programme devgloper pprtal they have API’s that are relevant to the use
Interfaces (API) or provides guidance case for the product, follow Government
integration channels for on APls and the Digital Services Open API Best Practice,
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other consumers?

C4.1.1

If yes, please provide detail
and evidence:

° The API's
(e.g., what they
connect to) set out
the healthcare
standards of data
interoperability e.g.,

Free text

NHS.

Government Digital
Services provide
guidance on Open
API best practice.

are documented and freely available and
that third parties have reasonable access to
connect.

APIs should adopt generally accepted
standards of data interoperability for the
NHS or social care dependent on the use
case for the product.

If the product does not have API’'s and there
is a legitimate rationale for this considering
the use case of the product then the buyer
can accept this rationale.
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Health Level Seven
International (HL7) /
Fast Healthcare
Interoperability
Resources (FHIR)
° Confirm that
they follow
Government Digital
Services Open API
Best Practice

° Confirm they
are documented and
freely available

° Third parties
have reasonable
access to connect

If no, please set out why
your product does not have
APIs.

C4.2

Do you use NHS number to
identify patient record data?

No because
product does
not identify
patient record
data

NHS Digital
provides guidance
on NHS Login for
partners and
developers.
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C4.2.1 If yes, please confirm Not Applicable
whether it uses NHS Login
to establish a user’s verified
NHS number.

If no, please set out the
rationale, how your product
established NHS number
and the associated security
measures in place.

C4.3 Does your product have the To pass, developers should confirm that the
capability for read/write Worki product has ’Fhe capability to read/write into
operations with electronic tov(\)/;rlgg ’ _EHRs using llndustry standards for secure
health records (EHRs) using interoperability.
industry standards for _
secure interoperability (e.g. If a product does not use mdustry
OAuth 2.0, TLS 1.2) standards, then a legitimate rationale

should be set out and the security, usability
and appropriateness of the methodology
should be considered.

C4.3.1 If yes, please detail the Still being
standard considered
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C4.3.2 If no, please state the We haven'’t
reasons and mitigations, completed any
methodology and security integrations with
measures. EHRs yet. We
are currently in
the planning and
development
stage which will
determine which
industry standard
we utilise.
Cc4.4 Is your product a wearable or Ne H-no,continue to Not Applicable
them?
ISOAEEE 11073 Personal
Health Data (PHD)
Standards-

D. Key principles for success
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The core elements defined in this section will form part of the overall review of the product or service and is a key part to ensuring that the
product or service is suitable for use. The assessment will set a compliance rating and where a product or developer is not compliant highlight
areas that the organisation could improve on with regards to following the core principles.

This section will be scored in relation to the NHS service standard. This will not contribute to the overall Assessment Criteria as set out in
Section C.

D1 - Usability and accessibility - scored section

Establishing that your product has followed best practice.

Please note that not all sections of the NHS Service Standard are included where they are assessed elsewhere within DTAC, for example
clinical safety.

Code Question Options Supporting Weighted | Scoring criteria
information score
D1.1 Understand users and Yes NHS Service 10% Yes, user acceptance testing is a crucial
their needs in context of Standard Point 1 component of our development process,
health and social care conducted to validate the usability and
functionality of our system. By involving
Do you engage users in the real users from our target demographic
development of the (clinicians from all specialties, including
product? doctors, nurses & allied health
professionals) in the testing and design
phase, we ensure that the system meets
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D1.1.1 If yes or working towards it, their needs and expectations,
how frequently do you addressing any usability issues before
consider user needs in your full-scale deployment. In addition we
product development and have specifically conducted usability
what methods do you use testing within the last month with 12
to engage users and individuals of varying usage of Heidi in
understand their needs? its current form to better understand

what features are and aren’t easily
usable in our product.

D1.2 Work towards solving a Yes NHS Service 10% Yes, all key user journeys have been

whole problem for users Standard Point 2 mapped out to ensure comprehensive
and Point 3 are solutions to user problems and
Are all key user journeys often dealt with by seamless integration into healthcare
mapped to ensure that the teams together. pathways. This mapping provides
whole user problem is clarity to users on how Heidi fits into
solved, or it is clear to their existing workflows, ensuring a
users how it fits into their smooth adoption process and
pathway or journey? enhancing the overall user experience.
See attached user journey & data flows
diagram.
D1.2.1 If yes or working towards it, Provided

please attach the user
journeys and/or how the
product fits into a user
pathway or journey
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D1.3 Make the service simple Yes NHS Service 10% Heidi has recently undertaken formal
to use Standard Point 4 usability acceptance testing in the form
of structured video interviews with a
Do you undertake user Heidi prototype to better understand
acceptance testing to how users navigate and use our
validate usability of the product. In total, 12 structured
system? interviews were conducted, lasting 45-
60 min each. Please see attached
screenshots for an overview of our

D1.3.1 If yes or working towards it, Provided usability testing process. For further
please attach information details, please contact us directly.
that demonstrates that user
acceptance testing is in
place to validate usability.

D1.4 Make sure everyone can Yes NHS Service 20% We are fully compliant with WCAG 2.1
use the service Standard Point 5 AA standards- our accessibility

statement can be found at
Are you international Web The Service https://www.heidihealth.com/legal/acces
Content Accessibility Manual provides sibility-statement
Guidelines (WCAG) 2.1 information on
level AA compliant? WCAG 2.1 level
AA.

D1.4.1 Provide a link to your Link 10% We are fully compliant with WCAG 2.1
published accessibility provided The Government AA standards- our accessibility
statement. Digital Service statement can pg found at

provides guidance https://www.heidihealth.com/legal/acces
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on accessibility sibility-statement
and accessibility
statements,
including a sample
template.

D1.5 Create a team that Yes NHS Service 2.5% Yes, our team has been intentionally
includes multi- Standard Point 6 structured to include a diverse set of
disciplinary skills and multidisciplinary skills and perspectives,
perspectives ensuring a comprehensive approach to

the development and implementation of
Does your team contain our technology. This team comprises
multidisciplinary skills? healthcare professionals, Al and
machine learning experts, software
developers, data protection officers,
user experience designers, and
accessibility specialists, among others.
D1.6 Use agile ways of Yes NHS Service 2.5% Yes, we employ agile methodologies in
working Standard Point 7 our workflow to deliver Heidi by
embracing an iterative and incremental

Do you use agile ways of approach that facilitates flexibility, rapid

working to deliver your innovation, and continuous

product? improvement. This agile framework
allows us to adapt to changing
requirements and user feedback,
ensuring that our development process
is responsive and aligned with the
needs of healthcare providers and
patients
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D1.7 Iterate and improve Yes NHS Service 5% Yes, we are committed to the
frequently Standard Point 8 continuous development of Heidi,
regularly updating and enhancing
Do you continuously features based on user feedback,
develop your product? technological advancements, and
evolving healthcare practices. This
ongoing process ensures that Heidi
remains at the forefront of technology,
delivering value and efficiency to
healthcare environments
D1.8 Define what success Yes NHS Service 10% Yes, we have developed a
looks like and be open Standard Point 10 comprehensive benefits case that
about how your service is outlines our objectives and the specific
performing benefits we aim to achieve, including
improved accuracy of medical records,
Do you have a benefits reduced administrative burden for
case that includes your healthcare professionals, and enhanced
objectives and the benefits patient care. We have established
you will be measuring and metrics to track our progress against
have metrics that you are these objectives, allowing us to measure
tracking? success and be transparent about our
service's performance in line with NHS
service standards
D1.9 Choose the right tools Yes NHS Service 5% Developers should be awarded 5% for
and technology Standard Point 11 confirming the product meets cloud first
and / or internet first.
Does this product meet with NHS Internet First
NHS Cloud First Strategy? Policy. If the developer selects working towards
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D1.91 Does this product meet the Yes it or no to this question, they should be
NHS Internet First Policy? awarded 0%.

D1.10 Use and contribute to Yes NHS Service 5% Developers should be awarded 5% for
open standards, common Standard Point 13 confirming common components and
components and patterns patterns are used.

Are common components If the developer selects working towards
and patterns in use? it or no to this question, they should be
awarded 0%.

D1.10.1 If yes, which common Our
components and patterns product
have been used? uses a

component
library that
uses
similar
component
s and
patterns to
the ones
identified in
the NHS
digital
services
guidelines,
and ad-
hears to
WCAG
principles
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while being
customised
for our
unique use-
cases and
Heidi brand
D1.11 Operate a reliable service Yes NHS Service 10% SLA can be provided
Standard Point 14
Do you provide a Service
Level Agreement to all
customers purchasing the
product?
D1.12 Do you report to customers No
on your performance with
respect to support, system
performance (response
times) and availability
(uptime) at a frequency
required by your
customers?
D1.12.1 Please attach a copy of the No
information provided to evidence
customers available
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D1.12.2 Please provide your No
average service availability evidence
for the past 12 months, as available

a percentage to two
decimal places

Supporting documentation

Please ensure that when providing evidence, documents are clearly labelled with the name of your company, the question number and the
date of submission.

Possible documents to be provided are:
e B4 - User journeys and data flows
o ‘Heidi User Journey v1 08042024.png’
o ‘Heidi User journey diagram with endpoints.png’
‘Heidi System Architecture diagram.jpeg’
.1 - Clinical Risk Management System
.1 - Clinical Risk Management Plan

@)
Cc1.1
Cc11
C1.1.2 - Clinical Safety Case Report
Cc11
O
©)

.2 - Hazard Log
‘Heidi Health NHS Hazard Log _Updated 20240605’
‘Heidi Safety Incident Management Log’
o ‘NHS Hazard Log - Appendix 1. Risk Overview’
C2.1 - Information Commissioner's registration
C2.3.1 - Data Security and Protection Toolkit Assessment
C2.3.2 - Data Protection Impact Assessment (DPIA)
C3.1 - Cyber Essentials Certification
C3.2 - External Penetration Test Summary Report
D1.2.1 - User Journeys and/or how the product fits into a user pathway or journey
o ‘Heidi User Journey v1 08042024.png’
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		DCB 0129 Compliance Assessment



		Health IT System:		Heidi Health 

		Version Number:		1.3

		Date of Release:		19-Aug-24



		Document filename		DCB 0129 Compliance assessment_v5.0

		Directorate / Programme		NHS England Transformation Directorate / Digital Clinical Informatics		Project		Digital Clinical Informatics Safety

		Document Reference 				NPFIT-FNT-TO-TOCLNSA-1430.05

		Director		Dr Manpreet Pujara		Status		Approved

		Owner		Sean White		Version		5.0

		Author		John Fox		Version issue date		15.06.2023



		On this page, text in blue is information, which must be deleted from the final document, including this text.



		The purpose of this spreadsheet is to:

		• provide self help to a Manufacturer wishing to measure project compliance with DCB 0129

		• provide self help to a Manufacturer wishing to check compliance of it's clinical risk management processes before undertaking a project

		• provide a mechanism for a Manufacturer to provide documented assurance to a Health Organisation, or to NHS England, that a Health IT System is compliant with DCB 0129, or

		• provide an audit record for a third party in assessing compliance with the standard.



		NB: When this spreadsheet is being used by an organisation other than NHS England, then this title page shall be replaced with one appropriate to that organisation.



		At present, the header block gives the file information associated with this template in Red. This information is to be replaced with  references pertinent with a specific compliance assessment. 
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Introduction

		This spreadsheet records compliance of a project with the requirements of DCB 0129 "Clinical Risk Management: its Application in the Manufacture of Health IT Systems Version 4" 







		The Specification requirements use either MUST or SHOULD , where:
• MUST: “means that the definition is an absolute requirement of the specification”
• SHOULD: “means that there may exist valid reasons in particular circumstances to ignore a particular item, but the full implications must be understood and carefully weighed before choosing a different course”.
In order to claim conformance with this Specification, a Manufacturer MUST implement the clinical risk analysis activities defined in sections 2 to 7, within the bounds of the definitions above.



		Under the compliance heading there are five possible entries, though not all five options may be available for a requirement.

It is important suitable evidence is provided for all entries except [No].		Yes		Evidence has been referenced which clearly demonstrates that the organisation is compliant with this requirement. 

				No		The organisation is known not to be compliant or no evidence can be referenced which clearly demonstrates compliance with this requirement.

				Not Applicable		For this particular project, the requirement is not applicable. For example, the risk analysis has identified that all risk are acceptable therefore no risk control measures are required. A statement as why the requirement is not applicable shall be provided in the evidence column.
This entry shall also be used when a SHOULD requirement has been intentionally omitted. In this case the evidence column shall provide a rationale as to why it was deemed appropriate to omit this requirement or provide a reference to supporting evidence. Where no evidence can be presented, then [No] must be selected instead.

				Partial		This requirement covers a number of lifecycle phases and the review is being carried out before completion of the project, for example a staged Clinical Safety Case Report. This assignment can only be used where the requirements has been fulfilled and suitable evidence identified for the completed phase(s) but further work is still to be undertaken to fully meet the requirement.  If the requirement has not been fulfilled for a completed lifecycle phase then [No] must be selected instead. 
Where this compliance statement is to be supplied to a Health Organisation, or NHS England, to support the release of a Health IT System then a further review should be undertaken by the Manufacturer to re-assign this mark to [Yes] and [No] as far as is practicable.

				Awaiting		The requirement is lifecycle dependent and the review is being carried out before this requirements would normally be undertaken. For example, this assignment may be used for appropriate post-deployment requirements that are indeterminate at the time this review is done.
Where this compliance statement is to be supplied to a Health organisation to support the release of a Health IT System then a further review should be undertaken to re-assign this mark to [Yes] and [No] as far as is practicable.
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Summary

		Compliance Summary



		The following tables provide a summary of the level of compliance achieved.



		The tables also identify the number of outstanding responses. These values should be zero as all requirements must be responded to.



		Section		Heading		Level of Compliance

						Yes		No		Not Applicable		Awaiting		Partial		Outstanding

		2		General Requirements		14		0		0		0		1		0

		3		Project Safety Documentation and Repositories		24		0		0		0		0		0

		4		Clinical Risk Analysis		8		0		0		0		0		0

		5		Clinical Risk Evaluation		4		0		0		0		0		0

		6		Clinical Risk Control		12		0		1		0		0		0

		7		Delivery, Monitoring and Modification		13		0		2		0		0		0

				Total  		75		0		3		0		1		0





		Area				Level of Compliance

						Yes		No		Not Applicable		Awaiting		Partial		Outstanding

		Mgt System				16		0		0		0		0		0

		Project				59		0		3		0		1		0

				Total  		75		0		3		0		1		0
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Section 2

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		2		General Requirements and Conformance Criteria for Clinical Risk Management

		2.1		Clinical Risk Management Process

		2.1.1		The Manufacturer MUST define and document a clinical risk management process which recognises the risk management activities shown in Figure 1.		Mgt System		Heidi Health has an approved Clinical Risk Management Process aligned with the requirements of DCB0129. This process outlines key risk management activities, including hazard identification, risk assessment, and mitigation strategies. The documentation is readily available to all relevant staff through our internal quality management system, ensuring accessibility and compliance.		Yes

		2.2		Top Management responsibilities

		2.2.1		In implementing the clinical risk management process for a given deployment, Top Management MUST:
• make available sufficient resources
• assign competent personnel (see section 2.4)  from each of the specialist areas that are involved in developing and assuring the Health IT System
• nominate a Clinical Safety Officer.		Mgt System		Heidi Health ensures appropriate resource allocation through a structured project management framework. This includes resource planning, assignment of skilled personnel, and periodic reviews by project leads to confirm adequacy. Resource allocation is documented in project plans and reviewed during initiation and ongoing project governance meetings		Yes

						Project		For this project, Top Management has demonstrated their commitment by approving the Clinical Risk Management Plan, reviewing associated safety documentation, and allocating dedicated resources, including clinical and technical expertise. Evidence includes signed approvals in the project initiation document and meeting minutes confirming management oversight.		Yes

		2.2.2		Top Management MUST ensure that appropriate levels of authorisation for the Health IT System and its safety documentation are defined in the Clinical Risk Management Plan.		Project		A comprehensive Clinical Risk Management Plan has been developed for Heidi, detailing risk analysis, mitigation strategies, and monitoring processes. The plan names individuals responsible for approval, including the Clinical Safety Officer and the Head of Quality Assurance, ensuring accountability for system safety and documentation integrity. The CRMP can be provided on request to interested parties		Yes

		2.3		Clinical Safety Officer

		2.3.1		A Clinical Safety Officer MUST be a suitably qualified and experienced clinician.		Project		Dr Kieran McLeod - Medical Knowledge Lead and Clinical Safety Officer at Heidi
Medical doctor qualified and registed in South Africa as an independent medical practitioner.
Developed ByeGwaai, a South African mobile-app based smoking cessation program & previously clinical advisor to the Digital Therapeutics Alliance.		Yes

		2.3.2		A Clinical Safety Officer MUST hold a current registration with an appropriate professional body relevant to their training and experience.		Project		Bachelor of Medicine, Bachelor of Surgery (MBChB) University of Cape Town, South Africa
Diploma Primary Emergency Care (Colleges of Medicine South Africa)
Prompt Engineering (Vanderbilt University)
Health Professions Council of South Africa - Registered Independent Practitioner (Reg no.: MP0841846
Completed Intermediate and Practitioner level NHSE Digital Clinical Safety Officer on 1 August 2024		Yes

		2.3.3		A Clinical Safety Officer MUST be knowledgeable in risk management and its application to clinical domains.		Project		Our Clinical Safety Officer, Dr. Kieran McLeod, is highly qualified in risk management and its application within clinical domains. With an MBChB from the University of Cape Town, a Diploma in Primary Emergency Care, and registration as an independent practitioner with the Health Professions Council of South Africa, Dr. McLeod brings extensive medical expertise. Additionally, he has completed Intermediate and Practitioner-level NHSE Digital Clinical Safety Officer training, equipping him with the specialized knowledge to effectively oversee clinical risk management in health IT systems		Yes

		2.3.4		A Clinical Safety Officer MUST make sure that the processes defined by the clinical risk management process are followed.		Project		Dr. Kieran McLeod ensures strict adherence to the clinical risk management processes defined in the approved Clinical Risk Management Plan. His role involves overseeing risk identification, assessment, and mitigation activities, as well as verifying that all safety documentation and processes comply with DCB0129 standards. Dr. McLeod regularly audits these activities, provides guidance to project teams, and ensures compliance across all stages of the product lifecycle		Yes

		2.4		Competencies of personnel

		2.4.1		Personnel MUST have the knowledge, experience and competencies appropriate to undertaking the clinical risk management tasks assigned to them.		Project		The clinical risk management personnel for this project include a multidisciplinary team comprising Dr. Kieran McLeod (Clinical Safety Officer), Yassin Omar an experienced data governance specialist, additional clinicians, and a skilled engineering and technical team. This group collectively brings extensive expertise in clinical risk management, health IT systems, data security, and compliance. Dr. McLeod’s medical and digital safety credentials ensure clinical oversight, while the data governance team specializes in managing and protecting sensitive data. The engineering team provides technical support, ensuring system safety and reliability. Competencies are demonstrated through certifications, professional registrations, and relevant project experience.		Yes

		2.4.2		Competency and experience records for the personnel involved in performing the clinical risk tasks MUST be maintained.		Mgt System		Heidi Health maintains competency records for all clinical risk management personnel as part of its quality management system. These records include professional qualifications, certifications, training completion, and relevant project experience. Regular reviews and updates are conducted to ensure personnel competencies remain current and aligned with project and regulatory requirement		Yes

						Project		Comprehensive records are available for the clinical risk management personnel associated with Heidi. These include training logs, certifications, professional registrations, and documented evidence of project-specific responsibilities and contributions		Yes

		2.5		Third party products

		2.5.1		The Manufacturer MUST assess any third party product that is included within a release as part of the clinical risk management process.		Mgt System		Heidi Health employs a robust compliance management platform to assess third-party products. This process includes a thorough risk assessment of vendors, ensuring alignment with industry standards and regulatory requirements. Vendors are evaluated on factors such as security practices, certifications (e.g., ISO27001, SOC2), and their ability to meet project-specific requirements.		Yes

						Project		All third-party products included in our systems undergo a documented assessment process, with evidence captured in the compliance management platform. This includes verification of vendor certifications, security policies, and risk mitigation measures. Detailed records of these assessments are maintained and can be provided as required		Yes

		2.5.2		The nature of this assessment MUST be included in Clinical Safety Case Reports.		Project		While the assessments themselves are not included in the Clinical Safety Case Reports, the reports explicitly document that thorough third-party product assessments are conducted as part of our compliance process		Partial

		2.6		Regular clinical risk management process review

		2.6.1		The Manufacturer MUST formally review its clinical risk management process at planned, regular intervals.		Mgt System		Heidi Health conducts formal reviews of its clinical risk management process at planned, regular intervals through monthly NHS DCB0129 meetings. These meetings involve key stakeholders, including the Clinical Safety Officer and relevant team members, to evaluate the effectiveness of the process, identify improvements, and ensure ongoing compliance with DCB0129 requirements.		Yes
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Section 3

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		3		Project Safety Documentation and Repositories

		3.1		Clinical Risk Management File

		3.1.1		The Manufacturer MUST establish at the start of a project a Clinical Risk Management File for the Health IT System.		Mgt System		Heidi Health has a defined process for retaining safety documentation, including secure storage mechanisms to ensure the integrity and accessibility of records. All documentation is stored in a protected, cloud-based system with controlled access		Yes

						Project		A Clinical Risk Management File is maintained for Heidi, containing all relevant safety documentation, including the Clinical Risk Management Plan, Hazard Log, and Clinical Safety Case Reports.		Yes

		3.1.2		The Clinical Risk Management File MUST be maintained for the life of the Health IT System.		Project		The Clinical Risk Management File is actively updated and maintained, ensuring it reflects the most recent safety assessments, risk evaluations, and project changes. Version histories and audit logs serve as evidence of ongoing maintenance.		Yes

		3.1.3		All formal documents and evidence of compliance with the requirements of this standard MUST be recorded in the Clinical Risk Management File.		Project		All safety documentation related to Heidi, including hazard logs, risk assessments, and safety case reports, is organized and securely stored within the Clinical Risk Management File.
		Yes

		3.1.4		Any decisions made that influence the clinical risk management activities undertaken MUST be recorded in the Clinical Risk Management File.		Project		Key decisions related to clinical safety, risk management, and system updates are recorded and stored in the Clinical Risk Management File, ensuring a complete and transparent decision-making history.		Yes

		3.2		Clinical Risk Management Plan

		3.2.1		The Manufacturer MUST produce at the start of a project a Clinical Risk Management Plan, which will include risk acceptability criteria, for the Health IT System.		Mgt System		Heidi Health follows a structured process for defining and managing the Clinical Risk Management Plan, ensuring alignment with regulatory requirements and project needs		Yes

						Project		A Clinical Risk Management Plan is in place for Heidi, outlining all processes and procedures for identifying, evaluating, and mitigating clinical risks.		Yes

		3.2.2		A Clinical Safety Officer MUST approve the Clinical Risk Management Plan.		Project		The Clinical Risk Management Plan has been formally reviewed and approved by the Clinical Safety Officer, ensuring its alignment with clinical safety standards and project requirements.
		Yes

		3.2.3		If the nature of the project changes, or key people change, during the development or modification of a Health IT System, then the Clinical Risk Management Plan MUST be updated.		Project		The Clinical Risk Management Plan is regularly reviewed and updated to reflect project changes, with version control logs serving as evidence of this ongoing maintenance.		Yes

		3.2.4		The Clinical Risk Management Plan MUST be maintained throughout the life of the Health IT System.		Project		The Clinical Risk Management Plan is actively maintained, with all updates and revisions documented and approved by the Clinical Safety Officer, ensuring it remains current and effective.
		Yes

		3.3		Hazard Log

		3.3.1		The Manufacturer MUST establish and maintain a Hazard Log.		Mgt System		Heidi Health has a well-documented process for the identification, definition, and management of hazards. This process is outlined in the Clinical Risk Management Plan and includes identifying hazards, assessing associated risks, and implementing control measures.		Yes

						Project		A comprehensive Hazard Log is maintained for Heidi, documenting all identified hazards, their associated risks, mitigation measures, and residual risks		Yes

						Project		The Hazard Log is actively maintained and regularly updated to reflect ongoing risk assessments, hazard reviews, and the implementation of control measures. Evidence includes version history and records of periodic updates conducted by the Clinical Safety Officer		Yes

		3.3.2		A Clinical Safety Officer MUST approve each version of the Hazard Log.		Project		Each version of the Hazard Log is reviewed and formally approved by the Clinical Safety Officer to ensure accuracy and compliance with clinical safety standards.		Yes

		3.3.3		An issued Hazard Log MUST accompany each Clinical Safety Case Report.		Project		The Hazard Log is appended to each version of the Clinical Safety Case Report, providing detailed evidence of identified hazards, risk evaluations, and mitigation strategies.
		Yes

		3.4		Clinical Safety Case

		3.4.1		The Manufacturer MUST develop and maintain a Clinical Safety Case for the Health IT System.		Mgt System		Heidi Health has a defined process for creating, managing, and maintaining a Clinical Safety Case. This process ensures compliance with clinical safety standards and provides a structured approach to documenting and addressing clinical risks.		Yes

						Project		A Clinical Safety Case has been established for Heidi, detailing the safety measures, risk evaluations, and mitigation strategies implemented to ensure the system is clinically safe for its intended use.
		Yes

						Project		The Clinical Safety Case for Heidi is actively maintained, with updates and revisions recorded to reflect ongoing safety assessments, risk evaluations, and project changes. Version control logs provide evidence of its active maintenance.
		Yes

		3.5		Clinical Safety Case Reports

		3.5.1		The Manufacturer MUST produce a Clinical Safety Case Report at each lifecycle phase defined in the Clinical Risk Management Plan.		Project		A Clinical Safety Case Report for Heidi has been produced and approved in line with the Clinical Risk Management Plan, ensuring that all safety activities align with regulatory and clinical safety standards		Yes

		3.5.2		A Clinical Safety Officer MUST approve each Clinical Safety Case Report.		Project		All Clinical Safety Case Reports for Heidi have been formally reviewed and approved by the Clinical Safety Officer, confirming their alignment with the Clinical Risk Management Plan and safety objectives		Yes

		3.5.3		The Manufacturer MUST make available each Clinical Safety Case Report to a receiving organisation, which may be a Health Organisation or another Manufacturer.		Project		Each issued Clinical Safety Case Report for Heidi has been provided to the Health Organisation. If no hazards are identified, the rationale for this conclusion is documented and made available in place of a full Clinical Safety Case Report.		Yes

		3.6		Safety Incident Management Log

		3.6.1		The Manufacturer MUST maintain a Safety Incident Management Log.		Mgt System		Heidi Health has a structured safety incident management process in place to document, review, and resolve safety-related incidents effectively		Yes

						Project		A dedicated safety incident management log for Heidi has been created to track, document, and address any incidents. If applicable, incidents are also logged in a global incident management system for comprehensive tracking		Yes

						Project		While no incidents have been recorded to date, processes are in place to ensure that any future incidents are actively managed. Evidence, including logs and corrective actions, will be documented as required.		Yes
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Section 4

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		4		Clinical risk analysis

		4.1		Clinical risk analysis process

		4.1.1		The Manufacturer MUST implement the clinical risk analysis activities defined in the Clinical Risk Management Plan.		Mgt System		Heidi Health has a clearly defined process for clinical risk analysis, detailed in the Clinical Risk Management Plan. This process includes identifying potential hazards, assessing associated risks, implementing mitigations, and documenting outcomes		Yes

						Project		All clinical risk analysis activities defined in the Clinical Risk Management Plan are completed as required. If no hazards are identified for Heidi, the process halts, and supporting evidence is documented in compliance with the plan. This documentation is stored within our risk management system 		Yes

		4.1.2		Clinical risk analysis SHOULD be carried out by a multi-disciplinary group including a Clinical Safety Officer.		Project		The clinical risk analysis is conducted by a multi-disciplinary team that includes the Clinical Safety Officer, clinicians, the data governance team, and technical engineers. This ensures that risks are assessed from clinical, technical, and data governance perspectives		Yes

		4.1.3		The extent of clinical risk analysis MUST be commensurate with the scale, complexity and level of clinical risk associated with the Release.		Project		The clinical risk analysis is reviewed and approved during the release process to ensure appropriateness. Evidence includes risk assessment reports, signed approvals from the Clinical Safety Officer, and supporting documentation verifying that all identified risks have been adequately mitigated or addressed before release.		Yes

		4.2		Health IT System scope definition

		4.2.1		The Manufacturer MUST define the clinical scope of the Health IT System which is to be delivered.		Project		The clinical scope of Heidi has been clearly defined in our Clinical Risk Management Plan and Clinical Safety Case Report. Heidi is designed as a cloud-based artificial intelligence medical scribe to assist clinicians in generating clinical documentation from healthcare encounters. The scope includes transcription of conversations, summarization into structured notes, and creation of referral letters or patient explainer documents. Heidi is not intended for clinical decision-making or diagnostic purpose		Yes

		4.2.2		The Manufacturer MUST define the intended use of the Health IT System which is to be delivered.		Project		Heidi is intended to be used by qualified healthcare professionals to streamline clinical documentation and reduce administrative burden. While it improves efficiency, clinicians remain responsible for the accuracy of generated documentation. Heidi is not a substitute for clinical judgment or a diagnostic tool, and users are advised to review all outputs for accuracy before integrating them into patient records		Yes

		4.3		Identification of hazards to patients

		4.3.1		The Manufacturer MUST identify and document known and foreseeable hazards to patients with respect to the intended use of the Health IT System in both normal and fault conditions.		Project		Heidi Health maintains a comprehensive hazard log that documents all identified known and foreseeable hazards associated with the intended use of the system under both normal and fault conditions. Each hazard includes a description, potential causes, associated clinical risks, and current mitigation measures. If no hazards are identified during the assessment, the rationale is documented within the hazard log, including evidence supporting the conclusion that no credible risks exist under the defined conditions.
		Yes

		4.4		Estimation of the clinical risks

		4.4.1		For each identified hazard the Manufacturer MUST estimate, using the criteria specified in the Clinical Risk Management Plan:
• the severity of the hazard
• the likelihood of the hazard
• the resulting clinical risk.		Project		The clinical risk for each identified hazard has been systematically estimated using the criteria outlined in the Clinical Risk Management Plan. This process involves evaluating the severity of potential harm, the likelihood of occurrence, and the effectiveness of existing controls. The results are recorded in the hazard log, which includes initial risk ratings and residual risk ratings after applying mitigations. This ensures that all risks are thoroughly assessed and documented according to best practices		Yes
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Section 5

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		5		Clinical risk evaluation

		5.1		Initial clinical risk evaluation

		5.1.1		For each identified hazard, the Manufacturer MUST evaluate whether the initial clinical risk is acceptable. This evaluation MUST use the risk acceptability criteria defined in the Clinical Risk Management Plan.		Mgt System		Heidi Health has a structured and documented process for the evaluation of clinical risk, as outlined in the Clinical Risk Management Plan. This process includes hazard identification, clinical risk analysis, evaluation based on predefined criteria, and the application of appropriate mitigations to manage risks effectively		Yes

						Project		Risk acceptability criteria are clearly defined in the Clinical Risk Management Plan. These criteria involve assessing the severity of potential harm and the likelihood of occurrence to determine whether risks are acceptable or require further mitigation		Yes

						Project		The clinical risk for each identified hazard has been calculated following the evaluation process and risk acceptability criteria outlined in the Clinical Risk Management Plan and Hazard Log. The calculations are documented in the hazard log, including both initial and residual risk ratings after mitigation measures have been applied		Yes

		5.1.2		If the initial clinical risk is acceptable, then the risk control requirements defined in sections 6.1 to 6.3 do not apply to this hazard.		Project		For all unacceptable clinical risks, appropriate control measures have been implemented as per the requirements outlined in the Clinical Risk Management Plan. These measures aim to reduce risks to an acceptable level and are documented in the hazard log, along with evidence of their application and effectiveness		Yes
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Section 6

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		6		Clinical risk control

		6.1		Clinical risk control option analysis

		6.1.1		The Manufacturer MUST identify appropriate clinical risk control measures to remove any unacceptable clinical risk.		Mgt System		Heidi Health has a structured process for clinical risk control, as outlined in the Clinical Risk Management Plan. This process involves identifying, evaluating, implementing, and monitoring risk control measures to reduce clinical risks to an acceptable level.		Yes

						Project		Clinical risk control measures are identified and documented in the hazard log. These measures are designed to address specific risks and include both technical and procedural controls to mitigate potential hazards effectively		Yes

		6.1.2		Proposed clinical risk control measures MUST be assessed by the Manufacturer to determine whether:
• new hazards will be introduced as a result of the measures
• the clinical risks for previously identified hazards will be affected.		Project		All proposed clinical risk control measures undergo a thorough assessment to evaluate their effectiveness, feasibility, and potential impact. Evidence of this assessment is recorded in the hazard log and reviewed by the Clinical Safety Officer and relevant teams.		Yes

		6.1.3		The Manufacturer MUST manage any new hazards or increased clinical risks in accordance with sections 4.4 to 6.4.		Project		New hazards or increased risks are managed in line with the Clinical Risk Management Plan. This includes re-evaluating the risks, updating the hazard log, and implementing additional control measures as needed to mitigate the risks effectively		Yes

		6.1.4		The Manufacturer MUST evaluate the residual clinical risk. This evaluation MUST use the risk acceptability criteria defined in the Clinical Risk Management Plan.		Project		Residual clinical risks are assessed after the implementation of control measures to ensure they meet the acceptability criteria outlined in the Clinical Risk Management Plan. These assessments are documented in the hazard log, including final residual risk ratings.
		Yes

		6.1.5		Where a residual clinical risk is judged unacceptable, the Manufacturer MUST identify additional clinical risk control measures in order to reduce the clinical risk.		Project		When residual risks are deemed unacceptable, additional risk control measures are explored and implemented. The rationale and details of these measures are recorded in the hazard log, demonstrating efforts to reduce risks to an acceptable level		Yes

		6.1.6		If the Manufacturer determines that no suitable risk control measures are possible then the Manufacturer MUST conduct a clinical risk benefit analysis of the clinical risk (section 6.2).		Project		In situations where no additional clinical risk control measures are feasible, a clinical risk-benefit analysis is conducted to justify the continued use of Heidi. This analysis weighs the potential risks against the expected benefits and is documented in the Clinical Safety Case Report and hazard log.		Yes

		6.2		Clinical risk benefit analysis

		6.2.1		Where a residual clinical risk is deemed unacceptable and further clinical risk control is not practicable, the Manufacturer MUST determine if the clinical benefits of the intended use outweigh the residual clinical risk.		Project		A thorough clinical risk-benefit analysis has been conducted, demonstrating that the intended use of Heidi significantly outweighs the residual clinical risks. The benefits include improved clinical documentation efficiency and reduced administrative burden for healthcare professionals, while residual risks have been minimized through effective risk control measures. Evidence of this analysis is documented in the Clinical Safety Case Report.
		Yes

		6.2.2		If the clinical benefits do not outweigh the residual clinical risk, then the clinical risk remains unacceptable and the project SHOULD be re-appraised.		Project		Not applicable at this time, as no residual clinical risks have been deemed unacceptable. Should this situation arise, the project will be re-appraised, and justifications, along with detailed analyses, will be documented.		Not Applicable

		6.3		Implementation of clinical risk control measures

		6.3.1		The Manufacturer MUST implement the clinical risk control measures identified in section 6.1.1, except where these are to be implemented by another organisation.		Project		Verification of the effectiveness of clinical risk control measures is documented in the hazard log and Clinical Risk Management Plan. This includes validation through testing, audits, and reviews by the Clinical Safety Officer and relevant teams.
		Yes

		6.3.2		The Manufacturer MUST verify each clinical risk control measure implemented under 6.3.1.		Project		The implementation of all clinical risk control measures has been verified through documented processes, including reviews, testing outcomes, and approvals recorded in the hazard log and Clinical Safety Case Report.
		Yes

		6.3.3		The Manufacturer MUST verify the effectiveness of each clinical risk control measure implemented under 6.3.1.		Project		The effectiveness of all implemented clinical risk control measures is regularly assessed through monitoring and testing. This evidence is maintained in the hazard log and related safety documentation.		Yes

		6.4		Completeness of clinical risk control

		6.4.1		The Manufacturer MUST ensure that the clinical risks from all identified hazards have been considered and accepted.		Project		All identified hazards have been thoroughly assessed, with their risks evaluated and mitigations applied. Documentation in the hazard log confirms that all hazards have been considered and accepted, with residual risks reduced to acceptable levels.		Yes
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Section 7

		Ref #		Requirement		Area		Evidence supporting compliance (include project references where appropriate)		Compliance



		7		Delivery, Monitoring and Modification

		7.1		Delivery

		7.1.1		The Manufacturer MUST undertake a formal review of the Health IT System, prior to its delivery, to ensure that all of the requirements of this standard have been addressed.		Mgt System		Heidi Health has a structured process for formal review of Heidi before delivery. This process involves evaluating clinical safety, performance, and compliance with DCB0129 standards, ensuring readiness for deployment.		Yes

						Project		The review process for Heidi is documented in the Clinical Safety Case Report, which includes validation of the system's safety, compliance, and functionality.		Yes

		7.1.2		The results of this review MUST be recorded in the Clinical Safety Case Report.		Project		Comprehensive documentation and review of Heidi review, including clinical safety and risk evaluations, is provided in the Clinical Safety Case Report to ensure transparency and compliance.		Yes

		7.1.3		The Health IT System configuration for the release MUST be recorded in the Clinical Safety Case Report.		Project		Comprehensive documentation and review of Heidi review, including clinical safety and risk evaluations, is provided in the Clinical Safety Case Report to ensure transparency and compliance.		Yes

		7.2		Post-deployment monitoring

		7.2.1		The Manufacturer MUST establish, document and maintain a process to collect and review reported safety concerns and safety incidents for the Health IT System following its deployment.		Mgt System		Heidi Health follows a structured process for post-deployment monitoring, which includes regular performance reviews, safety incident reporting, and ongoing compliance checks.
		Yes

						Project		Safety concerns and incidents are systematically recorded in the Safety Incident Management Log, ensuring thorough documentation and traceability.		Yes

		7.2.2		The Manufacturer MUST assess the impact of any such information on the on-going validity of the Clinical Safety Case.		Project		Processes are in place to evaluate the impact of safety concerns or incidents on clinical outcomes and system performance, ensuring risks are appropriately managed.		Yes

		7.2.3		Where any such evidence is assessed to undermine the safety case the Manufacturer MUST take appropriate corrective action in accordance with the Clinical Risk Management Plan and document it in the Clinical Safety Case Report.		Project		Not applicable at this time, as no corrective actions have been required. Any future corrective actions will be documented in the Clinical Safety Case Report.		Not Applicable

		7.2.4		The Manufacturer MUST ensure safety related incidents are reported and resolved in a timely manner.		Project		While no safety incidents have occurred to date, Heidi Health has processes in place to ensure timely resolution of any incidents, with procedures documented in the Safety Incident Management Plan.		Not Applicable

		7.2.5		A record of safety incidents, including their resolution, MUST be maintained by the Manufacturer in a Safety Incident Management Log.		Project		All safety incidents, should they arise, are documented in the Safety Incident Management Log, ensuring comprehensive tracking and accountability.		Yes

		7.3		Modification

		7.3.1		The Manufacturer MUST apply their clinical risk management process to any modifications or updates of the deployed Health IT System.		Mgt System		Heidi Health has a clear process for managing post-deployment modifications, including risk assessments, testing, and compliance checks to ensure safety and reliability.		Yes

						Project		Clinical risk control measures are applied during modifications and upgrades, with evidence documented in the Clinical Risk Management Plan and supporting logs.		Yes

		7.3.2		The application of this process MUST be commensurate with the scale and extent of the change and the introduction of any new clinical risks.		Project		All post-deployment modification processes align with the defined criteria outlined in the Clinical Risk Management Plan to ensure that clinical safety standards are maintained and risks are mitigated appropriately.
		Yes

		7.3.3		The Manufacturer MUST issue a Clinical Safety Case Report to support any modification to the Health IT System that changes its clinical risk.		Project		For every significant modification, a Clinical Safety Case Report is updated or issued to document the associated changes, risk evaluations, and mitigation measures.
		Yes

		7.3.4		The Manufacturer MUST maintain an audit trail of all versions and patches released for deployment.		Project		An audit trail documenting all versions and patches of Heidi, including changes, testing results, and approvals, is maintained and accessible for review.		Yes
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Introduction

It is mandatory for manufacturers of health IT systems, including software, who wish to
operate in the UK healthcare sector to comply with the digital clinical safety standard
DCBO0129 (Manufacture of Health IT Systems). The DCB0129 standard outlines a framework
for clinical safety activities, necessitating rigorous and systematic analysis by any company
aiming to market their product(s). Technologies used in health and social care settings,
especially those involving patient information or decision-making, must be evaluated to
ensure they do not increase patient harm. Analysis and evaluation must be performed by a
nominated Clinical Safety Officer (CSO) to identify potential clinical hazards and assess the
degree of clinical risk associated the product may pose to patients.

This report provides an overview of Heidi and addresses clinical safety, governance
arrangements, and additional information used in the product's analysis. The report compiles
the necessary evidence and supports the factors mitigating any clinical risks associated with
the product. This document is the third in a series of three deliverables required by the
standard:

1. Clinical Risk Management Plan
2. Hazard Log
3. Clinical Safety Case Report (this document).

Collectively, these three documents support compliance with DCB0129. It provides
assurance that the application is clinically safe within the context of NHS Digital Clinical
Safety standards.

The clinical safety objectives for Heidi's product and associated documentation are as
follows:

e Ensure that the safety activities undertaken during the clinical safety process align
with the risk management plan.

e 0Ongoing monitoring of the Hazard Log during design, development, and deployment.

Ensure Heidi's product is clinically safe for its intended purpose.

e Monitor any changes to the system, assess potential risks, and implement
mitigations.

e Identify and assess clinical hazards/risks to ensure patient safety.

e Identify safety-critical functionality of the system and provide evidence of assurance
activities to mitigate clinical risk.

e The clinical safety case report aims to substantiate that Heidi complies with NHS
Digital Clinical Safety standards, affirming it is clinically safe and fit for purpose.

Background

Heidi Health was founded in 2019 in Melbourne, Australia. Heidi Health designs, develops
and distributes software for clinicians working in the healthcare sector. Heidi Health have
developed Heidi (also known as Scribe) which is an artificial intelligence powered medical
scribe and clinical documentation assistant.
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Heidi is intended to be used by clinicians as a productivity and workflow efficiency tool to
help alleviate the burden on clinicians of clinical documentation. Heidi software platform is
designed to transcribe audio and uses Al to generate comprehensive clinical notes as well as
various other documents used by clinicians in their practice. Heidi is not intended to be a
clinical decision support or diagnosis assistant tool.

System Definition/Overview

Heidi is a healthcare IT system, specifically a cloud-based artificial intelligence medical
scribe platform. It is a standalone software that is used to generate comprehensive clinical
documentation using a combination of speech-to-text software, note taking and artificial
intelligence models. Heidi is accessible via desktop and mobile browser to registered users,
with servers and data hosted locally in the UK for all registered users based in the UK.

Heidi works by transcribing speech into text from a healthcare encounter such as
conversations between clinicians and patients or by clinicians dictating their clinical findings,
impression and/or management plans before, during and after the healthcare encounter. The
clinician can also add additional contextual notes about the healthcare encounter which they
may not wish to verbalise during the healthcare encounter. The clinician is also able to set
and modify various settings within the Heidi platform in order to customise their Heidi
experience as well as how their clinical documentation is structured and written. To generate
the requested clinical documentation, the transcribed text and contextual notes along with
the various user controlled settings are then through an artificial intelligence model which
then generates the requested clinical documentation based on the data that has been given
to the Al model.

The comprehensive clinical documentation generated by Heidi can then be copied or
integrated into an electronic medical record system or used with other word processing or
communication tools to provide other clinicians and/or the patient with relevant information
related to the healthcare encounter and the patient's care.

The intended use and recommendations for Heidi are as follows:

e Heidi should be used by qualified and registered clinicians to assist them in writing
their clinical documentation.

e Heidi should not be used as a clinical decision making tool and is not a substitute for
medical assessment.

e Heidi's generated clinical documentation is intended to reduce the amount of time it
takes clinicians to complete their medical records; however the clinician is ultimately
responsible for their clinical documentation, and must ensure that the content of the
notes and documents accurately reflects the healthcare encounter for which the
documentation has been generated.

Heidi is noted to have the following limitations that users must be aware of:

e Heidi's generated clinical documentation is based on the clarity and quality of the
speech & text data that is provided in the healthcare encounter. Users must review all
clinical documentation generated to confirm their accuracy before capturing it in their
electronic medical records or distributing documentation to other clinicians and/or
patients.

e Hardware issues such as poor microphone quality may cause sub-par audio being
captured, resulting in an inaccurate text transcript which does not adequately reflect
the healthcare encounter information. Users are recommended to test the quality of
their microphones prior to and while using Heidi.
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e An unstable or slow internet connection may result in delays in information processing
and potentially not capturing some or all of the healthcare encounter information.
Therefore it is vital that users ensure they have a stable and fast internet connection
when using Heidi.

e Heidi's Al models occasionally make mistakes which may not accurately reflect the
information discussed in the healthcare encounter. Users must ensure they have
reviewed all clinical documentation generated by Heidi to confirm their accuracy
before importing it in their electronic medical records or distributing documentation to
other clinicians and/or patients.

Architecture

Below is a high-level diagram of Heidi’s software architecture.
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Software Development Lifecycle

Heidi’s software development framework is based on a combination of Agile and Scrum
methodologies, utilised by the product, engineering, design and medical knowledge teams at
Heidi Health. Below is an example diagram which represents the fundamental aspects of
Heidi software development framework.
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Governance

The responsibility for the clinical safety activities for Heidi resides with the Product team,
Medical Knowledge team and Clinical Safety Officer, Dr Kieran McLeod.

The Clinical Safety Officer is responsible for ensuring the clinical safety of Heidi through the

application of clinical risk management. The Clinical Safety Officer is a suitably qualified and
experienced clinician who holds current registration with their relevant professional body and
has had appropriate training for this role.

The DCB 0129 Safety Standard requires that a Clinical Safety Officer (CSO) oversees the
clinical risk management activities. Heidi Health has appointed Clinical Safety Officer Dr
Kieran McLeod, registered with the HPCSA with registration number MP0841846, who will
undertake the DCB 0129 requirements.

Key responsibilities include:

e Approval of the Clinical Risk Management Plan to confirm that the plan is appropriate
and achievable in the context of the Health IT System development and modification

e Ensuring that clinical risk management activities are completed in accordance with the
Clinical Risk Management Plan

e Reviewing and approving all safety documentation, including Clinical Safety Case
Reports and the Hazard Log

e Reviewing evidence in the Clinical Risk Management File to ensure it is complete and
supports the Clinical Safety Case Report

e Providing recommendations where required to the product team
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e Escalating any unacceptable safety risks

Clinical Risk Management System

Heidi Health has a Clinical Risk Management Plan (CRMP) and Heidi Health Clinical Risk
Management System is a work in progress. However, Heidi Health has a Clinical Risk
Management File which contains extensive documentation, including the CRMP and this
Clinical Safety Case Report (CSCR), providing the necessary structure and governance to
ensure compliance with the Clinical Risk Management System requirements and
encompasses the risk management processes. The CRMP and other relevant
documentation are stored within the Clinical Risk Management File (CRMF).

Heidi Health’s Clinical Risk Management activities for the product include the following
areas:

e Risk Management including:
o Risk Analysis
o Risk Evaluation
o Risk Control
e Clinical Hazard Identification including:
o Clinical Hazard workshops
o Hazard mitigation and control
o Hazard methodology
e Control Measure Implementation
e Incident Management Process

Heidi Health has collaborated with users of the product and clinical safety experts.
Establishing these connections has allowed the product to be developed and built not only to
meet user needs but also to ensure clinical safety is considered throughout.

Heidi Health’s Clinical Risk Management System has been co-developed by Dr Kieran
McLeod, Medical Knowledge Lead and nominated Clinical Safety Officer (general
practitioner, currently registered with the Health Professions Council of South Africa - MP
0841846) and Mr Yassin Omar, Head of Compliance at Heidi Health.

Dr Kieran McLeod holds a medical degree (MBChB) from the University of Cape Town, a
diploma in primary emergency care (DipPEC) from the Colleges of Medicine South Africa as
well as a number of other course certificates relevant to health information technology. He
has previous experience as a software developer and advisor to health technology
organisations and has in-depth experience, knowledge and skills in risk management and its
application to clinical domains.

The management team at Heidi Health are aware of their responsibilities and are suitably
experienced and trained in clinical safety. The team includes:

Dr Kieran McLeod Medical Knowledge Lead & Clinical Safety Officer
Mr Yassin Omar Head of Compliance

Dr Thomas Kelly Chief Executive Officer

Mr Yu Liu Chief Technology Officer
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All key documents including this Clinical Safety Case Report, the Clinical Risk Management
Plan and the Hazard log are all stored in a Clinical Risk Management File on Heidi Health
Google Drive.

Risk management process overview:

Risk analysis

1.  Scope definition v
2. Clinical hazard identification v
3.  Clinical risk estimation v

Risk evaluation

4.  Initial clinical risk evaluation v
Risk control

5. Control option analysis N7
6.  Clinical risk benefit analysis v

7.  Control measure implementation v

8.  Completeness evaluation v

Clinical Risk Identification & Analysis

Hazard identification and risk analysis has been performed using the Structured What If
Technique or the ‘SWIFT' method. Heidi CSO assessed Heidi's product as well as all
relevant and available documentation. This enabled hazard identification, effect, harm and
causes to be recognised. These were documented and then reviewed by the product team,
current controls have been reviewed and documented. The hazard log has been approved
by the CSO.

The structured ‘what if’ technique (SWIFT) and the patient safety risk assessment approach
used carefully considered:

» What could go wrong? (Consequence and likelihood)
* Possible main causes (Why?)

* Most likely clinical safety harms for patients

* Current controls in place to prevent or mitigate issues

* Recommendations to prevent issues & improve patient safety

Heidi Health (Pty) Ltd - Australia 9





Clinical Safety Case Report Guidance on the use of Heidi Al Scribe in clinical practice

Although the assessment has been completed, further hazards may be identified in other
ways during the future development and use of the product such as:

* Discovery during the design of new features, user feedback or product team testing
* Testing of amended functionality
* Ad hoc testing of live service functionality

* Reporting of an incident or problem within the live service

This will initiate a reassessment of the product and safety position.

For each identified hazard, the following information has been defined and recorded on the
Hazard Log:

* Hazard number
* Hazard name
* Hazard description

* Potential clinical harm — this describes the effect of the hazard in the care setting and the
potential impact on the patient

* Possible causes — these may be technical, human error etc. A hazard may have a
number of causes

* Existing controls — these are identified existing controls or measures that are currently in
place and will remain in place post-implementation that provides mitigation again the
identified hazard (i.e. will be used as part of the initial Hazard Risk Assessment/)

+ Additional controls or recommendations to reduce the risk score accordingly.

Existing potential hazards have been reviewed & recorded including their description,
potential clinical impact, possible causes and existing risk controls. The hazard description,
severity and likelihood five-stage qualitative scales and risk rating interpretation score can all
be found in the hazard log, as well as in the Clinical Risk Management Plan.

Initially 12 hazards were identified, however upon review of the definition of hazards and
harms, in-depth bow-tie analysis this was reduced to a total of 6 hazards identified as having
potential to introduce a risk to patient safety for the deployment of Heidi’s product. Each
potential hazard has been assessed for causes and consequences and taking account of
existing mitigations as well as given an initial risk and residual risk grading.

Clinical Risk Evaluation

The initial risk of all hazards documented in the hazard log have been evaluated using the
predefined risk rating score.

All identified hazards were evaluated from the perspective of patient safety consequences
using a Cause, Effect, Hazard, Harm approach to explore potential consequences.

Contributory factors were also considered, in addition to identifying existing mitigating
controls from a health IT design, end user training and business process were also
considered.
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The clinical risk associated with each hazard was scored based on two factors; the severity
of harm (if the hazard were realised and harm credibly occurred to a patient as a direct result
of that hazard) and the likelihood of occurrence of that harm. For each of these factors the
presence or otherwise of existing mitigation was considered. The criteria used for
assessment is the clinical risk matrix, resulting in the initial risk score.

The Hazard Log attached outlines the number of identified hazards and their respective
residual risk ratings following the initial risk score and by applying recommendations. These
will continue to be evaluated and further mitigation will be applied as the risk management
process dictates during the ongoing risk assessment.

Identification of hazards and risks is a continuous activity and occurs at all times in the
product’s lifecycle. Hazard identification has been conducted by the CSO and reviewed by
the Head of Compliance, Product team and CEO.

Clinical Risk Control

Every Heidi product and feature undergoes a comprehensive set of control measures at
every phase of the software development lifecycle to minimise the probability of a hazard
occurring and/or to reduce the severity of the impact should the hazard arise. All current
control measure options have been meticulously reviewed and documented in the version of
the Clinical Risk Management Plan attached. The risk control mechanisms are concisely
summarised in the quality assurance process (QA process) outlined below.

Despite all risks associated with Heidi's product being broadly acceptable, it was agreed that
further risk control measures should be implemented. This is in line with the As Far As
Possible (AFAP) approach. This method assesses the individual risk and how that may be
attenuated, to reduce the likelihood of it occurring through applying mitigations.

Risk Levels

Risk Reduction
As Far As Possible

High

il ™
Demonstrated evidence that each

risk has been reduced AFAP

Demonstrated evidence that each
risk has been reduced AFAP

Demonstrated evidence that each
risk has been reduced AFAP

»

SEVERITY associated with the Risk

>
Low High

PROBABILITY associated with the Risk
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Hazard Log/Risk Register

The hazard log/risk register for Heidi has been completed and reviewed. Heidi uses a
compliance management platform called Vanta to manage its risk register, however the
Hazard Log utilised is based on the NHS Digital Clinical Safety template provided on the
NHS website. It can be accessed via the attached link below.

Hazard Log/Risk register

Heidi Health’s Hazard Log includes the following components:
» Hazard identification

* Description of patient safety consequences

» Explanation of hazard causes and contributory conditions

* Identification of existing mitigating controls

* Estimation of clinical risk

« Identification of participating personnel

The identified hazards were captured in the Hazard Log, the initial risks graded and then the
residual risks graded. The hazards are transferable between Heidi and the end users of the
product, therefore these should be considered in each individual care setting and controls
applied.

The hazards and risk gradings are intended to provide a baseline overview of the safety risks
associated with using Heidi and the risk mitigation measures employed to reduce the overall
risk of patient harm associated with using Heidi.

Quality Assurance and Management Process

The Heidi quality assurance process diagram below and within the Clinical Risk
Management Plan was created by the Clinical Safety Officer in April 2024 and reflects a
high-level overview of the quality assurance process undertaken for building & releasing
products, projects and features in Heidi.

To support clinical safety activities undertaken during any deployment phases of a product,
project or feature the following documentation will be required to form a part of the quality
assurance process:

* Product plan

* Clinical Risk Management Plan

« Test scripts, unit tests, internal user testing with testing results

» Hazard log — reviewed and amended (where applicable)

* Any other QA documentation

Decisions for releases are dependent upon a release checklist and compliance with the
quality assurance and management process. When changes are planned to be made to
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Heidi's products this will be reflected in the clinical risk management plan. The product team
works together to map the changes, record any issues and detail the fixes. We use an agile
methodology and hold regular meetings when appropriate to discuss the changes and
implementations planned.

[ Heidh Quah‘tt/ Assurance Process J

- Feature assessment - viabi l‘ty, importance, urgenc
- Product scopes & adds feature to La\ck[og based on idea/Peedback

- Design, Engineering & Medi cal Kv\owlerlge assigned deliverables
- Work carried out in accordance with design principles, standards, best practices
Tdl,
S eo:‘t on & Ideation &
esign not N
possed Design passed
- Feature is built & released to dev environment for review by QA4 & MK -> iteration + bug Fixes

2. Feature Building & Rel
[ eoture Bulding ee,ase, - Feoture is built & released to staging environment for review &/ Q4 & MK -> iteration + bug fixes

/ \ - Feature is built & released to Proo(uc‘t on environment for review E-y Q4 L MK -> iteration + Lu3 Pixes
po‘sse_r}

/

5 Feature Support L Man‘temxm:e

1 Feature Ideation & Desy\

/\

- Once feature in Proo(uc‘tiov\, collect user Reedback & wonitor key metries
- Iterote Feature based on user feedback

- Ensure Customer Experience & Ops teams understand how feature meets user need
- Provide support & 3uidomqe, to users based on needs

Feature not
working as Feature werking Detailed Testing Process step-by-step:
well
expected © - Feature Deplogment ard Reauest for Testing

- Requicement Understanding

- UL/UX and Figma. Comparison

- AP Performance Testing

- Optiwistic Functionality Testing

- Precise and Pessimistic Testing
- Comprehensive System Testing

- Bug Resolution and Prioritisation

. - Retesting and Bug Closure
[G—w\on‘thly Peature reme_w} - Final -reZtnﬁ w«olgke_[wse

\

Configuration Control & Management

All product and feature changes in Heidi will be communicated by the product & go-to-market
team to Heidi users at the time that new features or product updates are released. All
changes will have been reviewed in the ideation & design phase as well as the building &
release phase by the quality assurance & medical knowledge teams within Heidi’s product
team, including Dr Kieran McLeod in the role of Clinical Safety Officer. These changes will
then be reviewed in line with the DCB0129 standard. If any additional risks or hazards are
identified with each update or feature release, these will be added/updated in the
accompanying documentation to ensure continued compliance with the DCB0129 standard.
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Maintenance

Heidi Health maintains Heidi's products based on internal product testing using the testing
framework below as well as feedback from our users. Feedback from our users is captured
and recorded via various channels including but not limited to email, WhatsApp, Intercom,
TypeForm, Sauce, Slack. User feedback is managed by personnel in the customer support,
operations, sales and product team. Feedback is always evaluated against the intended use
and design outputs of Heidi's products to determine if feedback should be considered as a
software issue.

Testing Framework

The following testing is routinely conducted on the Heidi product:

Product testing

Unit testing

Integration testing
Validation testing
Verification testing
Security/Penetration testing

Test Issues

There are no known outstanding test issues that may impact on clinical safety at the time of
writing.

Summary Safety Statement

Heidi Health has a clear and well defined quality assurance and management process as
well as other risk management processes and software design and deployment methods.
The Heidi product has clear guidelines for its intended use by clinicians and healthcare
providers, and the product limitations have been clearly outlined in the clinical safety case
report. The product has been through testing and also usability acceptance testing. Heidi
users can provide product feedback via the various user communication channels outlined
above and safety issues or incidents identified can be logged and managed as per Heidi
Health's clinical risk management system. Upon review of Heidi clinical risk management
system, all appropriate measures have been undertaken to identify and assess any hazards
and credible harms that could reasonably impact a patient, as well as to evaluate all
potential control measures to minimise the residual clinical risk to the lowest possible level.
There are no known outstanding test issues or defects. The DCB0129 standards framework
has been utilised to assess Heidi Health and its products, and all elements have been
satisfactorily passed.

Based on the above, Heidi's CSO Dr Kieran McLeod is satisfied that Heidi's product is safe for
use in the UK in accordance with standards outlined in DCB 0129.
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		This Hazard Log outlines the identified hazards and risks related to Heidi Health's products, from here on referred to interchangeably as Heidi or Scribe.

Heidi is a medical AI scribe that assists clinicians with documentation through an AI-powered speech-to-text platform, which enables them to focus more on patient care and less on time-consuming documentation.
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Hazard Log

						Hazard Assessment								Initial Risk																				Residual  Risk																				Owner		Status

		No.		Date Added		Hazard Description								Existing Controls												
Initial Risk Assessment								Additional Controls												
Residual Risk Assessment

														HIT Design				User Training				Business Process 												HIT Design				User Training				Business Process Change

						Effect		Hazard 		Harm		Possible Causes		Description		Evidence		Description		Evidence		Description		Evidence		Severity		Likelihood		Risk		Justification		Description		Evidence		Description		Evidence		Description		Evidence		Severity		Likelihood		Risk		Justification

		HAZ01		7/8/2024		Data is incorrect/wrong: medical terms or drug names are misinterpreted or incorrectly transcribed, leading to potential misdiagnosis or incorrect treatment.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Incorrect treatment or intervention given or performed		
Potential harms:
- Patient experiences side effects, adverse reaction, allergy etc
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Low		3		The hazard of incorrect treatment or intervention encompasses scenarios such as administering the wrong medication or dosage, or performing an incorrect surgical procedure. The potential harms resulting from this hazard include the patient experiencing adverse side effects, psychological harm, complications, financial loss, deterioration of their condition, or in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Additionally, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to review medication and perform checks to ensure patient safety.

Based on these controls, the likelihood of a major event, such as significant deterioration of the patient's condition or death, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or diagnoses, which could lead to inappropriate treatments.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., wrong patient details in treatment records).						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

		HAZ02		7/8/2024		Data is incorrect/wrong: medical terms or drug names are misinterpreted or incorrectly transcribed, leading to potential misdiagnosis or not initiating treatment.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Delayed or missed treatment or intervention		Potential harms:
- Patient experiences loss of time/inconvenience
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Medium		3		The hazard of delayed or missed treatment or intervention includes situations where a necessary medical procedure, medication administration, or other critical intervention is not performed in a timely manner, or is entirely overlooked. The potential harms resulting from this hazard include deterioration of the patient's condition, complications, extended recovery times, increased healthcare costs, psychological distress, or in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Again, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to identify critical interventions and ensure that they are not delayed or missed.

Based on these controls, the likelihood of a major event, such as significant deterioration of the patient's condition or death, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.
		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or diagnoses, which could lead to not initiating appropriate treatments.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., wrong patient details in treatment records).
Data is incomplete: Processing errors result in some information not being captured or displayed in the final documentation.						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in confabulated information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible: Clinicians cannot access patient data when needed.
						Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Demand for Heidi system exceeds server capacity
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.

		- Intercom banners on the website when the system is offline
- Support from Heidi’s Sales, Ops & Customer Support
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases, alerts & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Incident management, post mortem reporting and alerting users when Heidi is offline		Vanta protocols										Yu Liu

		HAZ03		7/8/2024		Data is incorrect/wrong: medical terms or drug names are misinterpreted or incorrectly transcribed, leading to potential inaccurate or not continuing or stopping treatment.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Inappropriate continuation or cessation of treatment		Potential harms:
- Patient experiences loss of time/inconvenience
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies

		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Medium		3		The hazard of inappropriate continuation or cessation of treatment involves situations where a treatment or intervention is either continued beyond its necessary duration or stopped prematurely without clinical justification. The potential harms resulting from this hazard include the patient experiencing adverse effects, deterioration of their condition, complications, psychological distress, or in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Additionally, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to regularly review ongoing treatments and make evidence-based decisions regarding their continuation or cessation.

Based on these controls, the likelihood of a major event, such as significant deterioration of the patient's condition or death, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or diagnoses, which could lead to inappropriate continuation or cessation of treatments.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., wrong patient details in treatment records).
Data is incomplete: Processing errors result in some information not being captured or displayed in the final documentation.						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in confabulated information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible: Clinicians cannot access patient data when needed.
						Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Demand for Heidi system exceeds server capacity
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.

		- Intercom banners on the website when the system is offline
- Support from Heidi’s Sales, Ops & Customer Support
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases, alerts & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Incident management, post mortem reporting and alerting users when Heidi is offline		Vanta protocols										Yu Liu

		HAZ04		7/8/2024		Data is incorrect/wrong: medical terms or investigations are misinterpreted or incorrectly transcribed, leading to potential inaccurate differential diagnosis.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Unnecessary or harmful diagnostic investigations and interventions		Potential harms:
- Patient experiences loss of time/inconvenience
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies
		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Medium		3		The hazard of unnecessary or harmful diagnostic investigations and interventions involves situations where patients are subjected to diagnostic procedures or medical interventions that are not clinically indicated or that pose a risk of harm. The potential harms resulting from this hazard include physical harm, psychological distress, complications, financial loss, and in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Additionally, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to critically evaluate the necessity of diagnostic procedures and interventions to avoid unnecessary or harmful actions.

Based on these controls, the likelihood of a major event, such as significant harm or complications resulting from unnecessary procedures, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or diagnoses, which could lead to inappropriate diagnostic investigations being performed.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., wrong investigation request in patient records).
Data is incomplete: Processing errors result in some information not being captured or displayed in the final documentation.						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in confabulated information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

		HAZ05		7/8/2024		Data is incorrect/wrong: clinical terms or monitoring instructions are misinterpreted or incorrectly transcribed, leading to potential inaccurate monitoring and management instructions.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Patient monitoring and management escalation/de-escalation failure		Potential harms:
- Patient experiences side effects, adverse reaction, allergy etc
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies
		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Medium		3		The hazard of patient monitoring and management escalation/de-escalation failure refers to situations where patient monitoring is inadequate or where the necessary escalation or de-escalation of care is not performed in a timely or appropriate manner. The potential harms resulting from this hazard include deterioration of the patient’s condition, complications, extended recovery times, psychological distress, or in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Additionally, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to maintain vigilant patient monitoring and make timely decisions regarding the escalation or de-escalation of care.

Based on these controls, the likelihood of a major event, such as significant deterioration of the patient's condition or complications arising from inadequate monitoring, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or instructions, which could lead to inappropriate monitoring or failure to respond and adjust patient management.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., monitoring & escalation instructions recorded in the incorrect part of the documentation).
Data is incomplete: Processing errors result in some information not being captured or displayed in the final documentation.						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in confabulated information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible: Clinicians cannot access patient data when needed.
						Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Demand for Heidi system exceeds server capacity
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.

		- Intercom banners on the website when the system is offline
- Support from Heidi’s Sales, Ops & Customer Support
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases, alerts & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Incident management, post mortem reporting and alerting users when Heidi is offline		Vanta protocols										Yu Liu

		HAZ06		7/8/2024		Data is incorrect/wrong: clinical terms or poor language skills are misinterpreted or incorrectly transcribed, leading to potential inaccurate assessment and management.
Data is incorrect/wrong: Misinterpretation of accented speech results in inaccurate transcription.		Patient mismanagement and discrimination		Potential harms:
- Patient experiences side effects, adverse reaction, allergy etc
- Patient experiences psychological harm
- Patient experiences complications
- Patient experiences financial loss
- Patient's condition deteriorates
- Patient dies
		Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Speech to text model struggles to transcribe user/patient with strong accent
Clinician's not reviewing information before copying into EHR		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		Testing documentation: Notion tickets documenting AI model testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance
UI Design, Tooltips, Warnings: Figma designs.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Educate users on the best practices and legal obligations of medical record keeping.
		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy		Major		Medium		3		The hazard of patient mismanagement and discrimination involves scenarios where patients may receive inappropriate or biased care due to mismanagement or discriminatory practices. The potential harms resulting from this hazard include psychological harm, deterioration of the patient's condition, complications, loss of trust in the healthcare system, or in extreme cases, death, although the latter is considered highly unlikely.

There are multiple causes that could lead to this hazard, primarily due to technological factors such as:
- Incomplete data
- Incorrect or erroneous data
- Hallucinated data
- Unavailable or inaccessible clinical data

To mitigate these risks, we have implemented several controls within Heidi:

Design Controls:
- User experience design
- AI quality assurance and prompt engineering
- Robust system architecture
- High-performance software, including user interaction and safety design
- Communication channels and process management
- Security and compliance integration

User Training:
- Education on AI models and clinical documentation review
- Verification and data handling best practices
- Digital safety training
- Provision of Heidi's best practice guide and system maintenance overview

Business Process Controls:
- Ongoing user support and education
- Clinical documentation review and AI quality assurance
- Regular system maintenance
- Robust data management governance and framework
- Integration with electronic health records (EHR)

Additionally, we place reasonable trust in human factors to prevent the occurrence of these hazards and mitigate their impact if they do occur. Healthcare providers and clinicians using the product are trained to provide equitable and unbiased care, ensuring that all patients receive appropriate treatment based on clinical needs rather than discriminatory factors.

Based on these controls, the likelihood of a major event, such as significant psychological harm or deterioration of the patient's condition due to mismanagement or discrimination, is extremely unlikely. The possibility of a minor event is somewhat more likely, but still unlikely to occur. Consequently, we have classified the initial severity as major and the likelihood as medium, resulting in an initial risk score of 3.		Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails		Ensuring users review the entire contents of their clinical documentation				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets		Major		Very Low		2		Reinforcing the most vital and important aspects of our initial risk mitigation controls we believe the likelihood of the hazard described resulting in material harm to the patient from using Heidi in the proper way, we believe the likelihood is now very low, resulting in a residual risk score of 2 - an acceptable level of risk.		Kieran McLeod

						Data is incomplete: Critical parts of the conversation may be misinterpreted and omitted, leading to incomplete patient records.
Only fragments of the conversation are captured, leading to an incomplete transcription; transcript is cut short						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Incorrect data mapping or processing errors
Delay or failure to process data
User accidentally exits the Heidi tab in browser/app
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Remind users to verify accuracy of transcript		Figma designs		Remind users to review and verify accuracy of transcript																Kieran McLeod

						Data is incorrect/inaccurate: Misinterpretation of context results in incorrect patient notes.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Lack of speaker diarization -  Heidi unable to differentiate speakers in session/consult		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		- Notion & Linear tickets documenting AI model testing
- Prompteams documents safety guardrails						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data has been hallucinated/confabulated: The model generates non-existent clinical details or instructions based on context, which could lead to inappropriate assessment and management.						Large Language Model hallucinates clinical information, diagnoses, management etc
Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Inadequate speech captured from audio (e.g. mic problems, noisy environment)		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report any hallucinations detected				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is incorrect/wrong: Mismapping of data fields results in wrong information being recorded in the wrong sections (e.g., management plan not recorded in the correct place).
Data is incomplete: Processing errors result in some information not being captured or displayed in the final documentation.						Incorrect data mapping or processing errors
Delay or failure to process data
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinician's not reviewing information before copying into EHR
EHR Integration incompatibility/failure
Unauthorised access & manipulation of data
Software bugs introduced in routine updates 
		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.

		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages		User education regarding recovery, what to do in the event of a system issue																Yu Liu

						Data is incomplete:  Medical training of AI model not advanced enough leads to the omission of important medical nuances, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Large Language Model misinterprets context or intent
AI models not completely trained on medical-specific data
Overgeneralisation or oversimplification from LLM
Tone or sentiment unable to be captured by Heidi		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Medical terminology transcription: Notion & Linear tickets documenting the testing of the speech-to-text model’s ability to transcribe medical terminology.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.
Safety guardrails: Prompteams documents detailing AI safety guardrails.		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Give users training on Heidi templates, best practices and how to avoid errors.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets		Encourage users to report gaps in AI knowledge or ability				Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible or incorrect: Data integrity is compromised, potentially leading to data being withheld, lost or erroneous/false data if tampered with.						Incorrect data mapping or processing errors
Delay or failure to process data
Unauthorised access/cyber attack results in data leak
Unauthorised access/cyber attack & manipulation of data
Software bugs introduced in routine updates 		- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.
- Risk management: Utilise a structured risk assessment framework, supported by automated risk identification tools.
- Communication channels: Establish internal communication channels to ensure timely action on security and privacy requests.
- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.		Encryption protocols: Notion & Linear tickets documenting encryption work.
Security documentation: Vanta security protocols and audits.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
		- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session
- Intercom banners on the website when the system is offline
- Clinician Terms of Use, Usage Policy, and in-product reminders to review output for accuracy
- Vanta information security protocols
- Staff training facilitated by, and monitored on Vanta		- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Comprehensive data governance strategy
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays		- Heidi Training Manual
- Vanta compliance & information security protocols
- Regular compliance and data security staff training via Vanta
- Regular data and compliance management meetings
- Tabletop disaster recovery exercises
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Ensure compliance and security practices followed 		Vanta compliance documentation										Yu Liu

						Data is incorrect or incomplete: Unverified information is transferred directly to EHR, potentially containing errors.
Data is incomplete: Users may miss or overlook parts of the information, resulting in incomplete records.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly
User errors in data handling & transfer (not fully copying & pasting data, accidentally deleting data)
Clinicians not reviewing information before copying into EHR
Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Software bugs introduced in routine updates 		- Quality assurance: Ensure the use of high-quality AI speech-to-text models, specifically trained on medical data.
- Microphone check: Include a microphone check tool tip to ensure audio quality before starting the session.
- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
		- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.
- Inform users about the channels and processes required for access and deletion requests within the product.
- Outline our risk assessment methodologies for AI systems, emphasising the importance of thorough risk assessments and the potential consequences of misidentification.
- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Provide instruction manuals and video walkthroughs demonstrating how to enable, authorise, and use integration features within the system.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Regular review by the Medical Knowledge team of generated clinical documentation
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy
- Regular email and video conference meetings with integration partners										Robust integration framework and data validation and processing		- Notion & Linear tickets for integration documentation						Reviewing logs of integration data flows		AWS, Linear, Notion tickets										Yu Liu

						Data is incorrect or hallucinated: Poor template instructions, syntax or formatting results in confabulated information being hallucinated in documentation.						Speech-to-text model misinterprets speech or medical terminology
Inadequate speech captured from audio (e.g. mic problems, noisy environment)
Incomplete audio/speech captured (e.g. mic problems/phone lock/switching applications)
Speech to text model struggles to transcribe user/patient with strong accent
AI models not completely trained on medical-specific data
Large Language Model misinterprets context or intent
Overgeneralisation or oversimplification from LLM
Large Language Model hallucinates clinical information, diagnoses, management etc
Users templates are inadequate or not formatted correctly		- LLM prompt engineering for clinical contextual understanding: Enhance the AI models' contextual understanding through prompt engineering, fine-tuning, and features like non-verbal context additions.
- Inaccuracies and hallucinations mitigation: Implement prompt engineering and safety guardrails to limit inaccuracies and hallucinations.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Safety guardrails: Prompteams documents detailing AI safety guardrails.
Third-party evidence: Documentation and evidence from third-party vendors regarding speech-to-text model and LLM performance.
Contextual understanding: Notion & Linear tickets with prompt engineering improvements, implementation of high-quality and/or fine-tuned AI models, and prompts stored in Prompteams.		- Give users training on Heidi templates, best practices and how to avoid errors.
- Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Educate users on the best practices and legal obligations of medical record keeping.
- Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.		- Demos & support from Heidi’s Sales, Ops & Customer Support
- Loom videos demonstrating step-by-step use of Heidi
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular review by the Medical Knowledge team of generated clinical documentation and associated templates to ensure proper formatting
- Regularly performing QA on sessions and regular communication with users to ensure that checking and verification of content accurately reflects clinical information
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Continuous AI model review &  upgrades, prompt engineering		Linear & Notion tickets						Continuous AI model review &  upgrades, prompt engineering		Internal admin activity, PromptHub testing, Linear & Notion tickets										Kieran McLeod

						Data is inaccessible: Clinicians cannot access patient data when needed.
						Incorrect data mapping or processing errors
Delay or failure to process data
EHR Integration incompatibility/failure
Demand for Heidi system exceeds server capacity
Software bugs introduced in routine updates 
External factors e.g. Network failure & power failure		- Uptime and redundancy: Design software architecture to meet Service Level Agreement (SLA) uptime standards, including backup servers.
- Server efficiency: Ensure efficient server processing, load balancing, and fast AI model utilisation.
- Integration and data transfer: Provide comprehensive integration scoping, API documentation, and easy-to-implement data transfer processes within the platform.
- Tooltips and reminders: Provide in-product tooltips and reminders for clinicians to check and verify documentation before transferring data to other systems.
- Warnings and banners: Display in-product banners and warnings about the possibility of AI models making mistakes, with guidance for verification.
- Encryption and authentication: Implement bank-level encryption standards and strict account authentication processes across all databases.
- Automated compliance: Employ automated compliance checks and real-time monitoring of information security.		UI Design, Tooltips, Warnings: Figma designs.
Product testing documentation: Notion & Linear tickets documenting Heidi product and AI models testing.
Server efficiency: Notion & Linear tickets documenting engineering work on server processing, load balancing architecture, and AI model speed testing. AI model speed testing measured & stored in PromptHub.
Integration: Figma designs for integration UI, Notion & Linear tickets for engineering documentation of integration scope, and shared integration API documentation.
Downtime management: Notion & Linear tickets documenting the approach to managing system downtime and server outages, Vanta for incident management policies.
Automated monitoring: DevSecOps automated monitoring, auditing, and compliance processes in AWS, Vanta.		- Inform users in advance about expected system downtimes due to routine maintenance.
- Offer a basic troubleshooting guide for users when the system is "offline" or not functioning as expected.
- Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.
- Provide users with basic troubleshooting tips when errors occur.
- Provide users with training on data handling, best practices for digital safety, and account management.
- Educate users on what constitutes a reasonable delay and how to recognise when an error requires input from the support team to resolve or regenerate documentation.
- Ensure users understand that network connection issues and long consultations may cause minor delays in generating clinical documentation.
- Educate users on the best practices and legal obligations of medical record keeping.

		- Intercom banners on the website when the system is offline
- Support from Heidi’s Sales, Ops & Customer Support
- Heidi Help Centre on Intercom
- Heidi training manual
- In-product tooltips and banners to inform users to check and ensure that the generated documentation accurately reflects the content of the session		- Regular server maintenance, regular patching of software bugs that may result in system downtime or services being unavailable, and communication with users via feedback channels when issues are experienced
- Communication with users by the customer support team via Intercom and assistance from engineers in retrieving, restoring or regenerating a document when there is a substantial delay in documentation generation, with a response to and investigation of queries or feedback from users reporting significant delays
- Regular security audits and strict data processing agreements with third-party vendors
- Data validation protocols, regular review of data transfer performance by QA, product and engineering teams, and ongoing stakeholder communication with relevant integration partners
- Responding to feedback from users regarding assumptions in their generated clinical documentation
- Regular testing, updates and maintenance of AI models and prompts to ensure highest quality clinical documentation
- Providing support, education and advice to clinician users on best practice and standard use of Heidi based on the Clinician Terms of Use
- Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments
		- Notion and Linear tickets documenting regular server maintenance and bug fixes
- Notion and Linear tickets documenting review and QA of AI models & generated clinical documentation
- Notion and Linear tickets documenting review and QA of performance and data validation protocols
- Heidi Internal Admin site with controlled access to session data for review
- Heidi Help Centre on Intercom
- Intercom conversations for communication with users
- Clinician Terms of Use, Usage Policy										Backup databases, alerts & recovery in event of system failures		- Notion & Linear tickets documenting approach to managing system downtime & server outages						Incident management, post mortem reporting and alerting users when Heidi is offline		Vanta protocols										Yu Liu

																																																		

																																																		

																																																		

																																																		

																																																		















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Risk Matrix



				Likelihood		Very High		3		4		4		5		5				Severity Classification		Interpretation		Number of Patients Affected

						High		2		3		3		4		5

						Medium		2		2		3		3		4				Catastrophic		Death		Multiple

						Low		1		2		2		3		4						Permanent life-changing incapacity and any condition for which the prognosis is death or permanent life-changing incapacity; severe injury or severe incapacity from which recovery is not expected in the short term		Multiple

						Very Low		1		1		2		2		3

								Minor		Significant		Considerable		Major		Catastrophic				Major 		Death		Single

								Severity														Permanent life-changing incapacity and any condition for which the prognosis is death or permanent life-changing incapacity; severe injury or severe incapacity from which recovery is not expected in the short term		Single



						Likelihood Category		Interpretation														Severe injury or severe incapacity from which recovery is expected in the short term		Multiple

						Very high		Certain or almost certain; highly likely to occur														Severe psychological trauma		Multiple

						High		Not certain but very possible; reasonably expected to occur in the majority of cases												Considerable 		Severe injury or severe incapacity from which recovery is expected in the short term		Single

						Medium		Possible														Severe psychological trauma		Single

						Low		Could occur but in the great majority of occasions will not														Minor injury or injuries from which recovery is not expected in the short term		Multiple

						Very low		Negligible or nearly negligible possibility of occurring														Significant psychological trauma		Multiple

																				Significant 		Minor injury or injuries from which recovery is not expected in the short term		Single

																						Significant psychological trauma		Single

						5		Unacceptable level of risk														Minor injury from which recovery is expected in the short term		Multiple

						4		Mandatory elimination of hazard or addition of control measure to reduce risk to an acceptable level														Minor psychological upset; inconvenience		Multiple

						3		Undesirable level of risk. Attempts should be made to eliminate the hazard or implement control measures to reduce risk to an acceptable level. Shall only be acceptable when further risk reduction is impractical												Minor 		Minor injury from which recovery is expected in the short term; minor psychological upset; inconvenience; any negligible consequence		Single

						2		Acceptable where cost of further reduction outweighs benefits gained or where further risk reduction is impractical

						1		Acceptable, no further action required
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AI Risks

						Hazard Assessment								Initial Risk																				Residual  Risk																				Owner		Status

		No.		Date Added		Hazard Description								Existing Controls												
Initial Risk Assessment								Additional Controls												
Residual Risk Assessment

														HIT Design				User Training				Business Process 												HIT Design				User Training				Business Process Change

						Effect		Hazard 		Harm		Possible Causes		Description		Evidence		Description		Evidence		Description		Evidence		Severity		Likelihood		Risk		Justification		Description		Evidence		Description		Evidence		Description		Evidence		Severity		Likelihood		Risk		Justification

		1		7/8/2024		The misidentification of risks to individual rights and freedoms caused by not carrying out a risk assessment.				As a consequence, an organisation cannot put in place appropriate technical and organisational measures to prevent harms occurring to individuals.		Lack of thorough risk assessment processes; Insufficient expertise in identifying AI-related risks; Inadequate understanding of data protection regulations; Time or resource constraints leading to rushed or incomplete assessments		Structured risk assessment framework; Automated risk identification tools in Vanta to supplement manual assessments		Risk registed maintained in Vanta; Hazard Log (this document); Data Privacy Impact Assessment (4)		Provide comprehensive training on risk assessment methodologies for AI systems: Educate staff on the importance of thorough risk assessments and potential consequences of misidentification		Staff training facilitated by, and monitored on Vanta		Compliance, DevSecOps, and Medical Knowledge teams responsible for overseeing AI risk assessments		Regular data & compliance management meetings; Tabletop disaster recovery exercises		High impact		Somewhat likely		3		The severity is high due to the potential for significant harm to individuals if risks are not properly identified and mitigated. The likelihood is somewhat likely because while processes may be in place, the complexity of AI systems and evolving regulations make some degree of misidentification possible.		Integrate risk assessment checkpoints throughout the development lifecycle				Conduct regular workshops and compile documentation on emerging risks and mitigation strategies; Continual staff training on best security practices 				Continuous monitoring for AI performance and potential risks				Medium impact		Unlikely		2		 With the implementation of additional controls, the severity is reduced to medium as the organization will be better equipped to identify and address risks. The likelihood becomes unlikely due to the multi-layered approach to risk identification and assessment.

		2		7/8/2024		A lack of accountability over risks to individual rights and freedoms created or exacerbated by AI systems is caused by not clearly assigning roles and responsibilities.				As a consequence, risks are left unaddressed, and individuals may suffer harm.		Unclear organizational structure for AI governance; Lack of defined roles and responsibilities for AI risk management; Insufficient communication channels for reporting and addressing AI-related risks; Absence of a culture of accountability within the organization		Develop an AI governance framework with clear lines of accountability				Conduct training sessions on roles and responsibilities in AI risk management; Provide guidance on escalation procedures for identified risks		Staff training facilitated by, and monitored on Vanta		Regular audits of AI systems and their management; Process for tracking and addressing identified risks		Regular data & compliance management meetings; Tabletop disaster recovery exercises; Risk register monitored in Vanta; Automated security tests monitored in Vanta		High impact		Likely		3		The severity is high because unaddressed risks can lead to significant harm to individuals. The likelihood is likely due to the complexity of AI systems and the potential for gaps in responsibility allocation.		Automated alerts for unaddressed risks or missed deadlines monitored by Vanta				Management exercises to reinforce understanding of responsibilities: Workshops to train new staff on AI risk responsibilities		Regular workshops to educate staff in responsibilities and best practices; Management reviews of current security posture		Regular reviews of the accountability structure and its effectiveness		Regular policy reviews		Medium impact		Unlikely		2		With additional controls, the severity is reduced to medium as clear accountability structures will be in place. The likelihood becomes unlikely due to the comprehensive approach to assigning and reinforcing responsibilities.

		3		7/8/2024		Function creep over how personal data is processed is caused by not defining what purpose you will use your AI system. 				As a consequence, individuals lose control over how their data is being used.		Lack of clear purpose definition for AI systems; Inadequate data governance policies; Pressure to expand AI capabilities without proper assessment; Insufficient understanding of data protection principles		Data flow diagrams to track data usage across the system; Purpose specification in AI system design documentation		Heidi Scribe Infrastructure document (6)		Educate staff on the importance of purpose limitation in data processing; Provide training on recognizing and reporting potential function creep
 		Staff training facilitated by, and monitored on Vanta		Establish a formal process for approving changes to AI system purposes; Implement regular audits of data processing activities against stated purposes		Documented change management/QA procedure (7); regular audits of our data processing policies		High impact		Somewhat likely		3		 The severity is high due to the potential for significant privacy violations. The likelihood is somewhat likely because while controls may be in place, the temptation to expand AI capabilities without proper assessment can be strong.		Technical safeguards to prevent unauthorized expansion of data processing		Data processing vendors managed by Vanta, with regular security reviews		Conduct workshops on ethical AI development and deployment		Regular workshops to educate staff in responsibilities and best practices		Implement a formal change management process for AI systems, including purpose changes		Documented change management/QA procedure (7)		Medium impact		Unlikely		2		With additional controls, the severity is reduced to medium as there will be multiple safeguards against function creep. The likelihood becomes unlikely due to the comprehensive approach to purpose limitation and change management.

		4		7/8/2024		The unauthorised or unlawful processing, accidental loss, destruction, or damage of personal data is caused by insecure AI systems.				As a consequence, individuals can suffer from financial loss, identity fraud and a loss of trust.		Inadequate cybersecurity measures in AI systems; Lack of encryption for sensitive data; Insufficient access controls and authentication mechanisms; Vulnerabilities in AI model architecture or deployment		Implement end-to-end encryption for data in transit (TLS v1.2)and at rest (AES-256)				Provide comprehensive cybersecurity training engineering team; Educate staff on best practices for handling sensitive data in AI systems		Training completion monitored in Vanta		Establish regular security audits and penetration testing for AI systems		Annual penetration test (8)		Very high impact		Somewhat likely		3		The severity is very high due to the potential for significant personal harm to individuals. The likelihood is somewhat likely because while security measures may be in place, the complexity of AI systems can introduce new vulnerabilities.		Advanced threat detection and prevention systems specifically for AI; 		Automated data security monitoring on Vanta		Conduct regular simulated security breach exercises		Annual penetration testing; Regular tabletop disaster recovery meetings		Implement a formal process for continuous security assessment throughout the AI lifecycle		Documented change management/QA procedure (7)		High impact		Very unlikely		2		Even with additional controls, the severity remains high due to the potential impact of a security breach. However, the likelihood becomes very unlikely due to the comprehensive and proactive approach to AI system security.

		5		7/8/2024		The excessive and irrelevant collection of personal data is caused by a default approach to collect as much data as possible to design and build AI systems.				As a consequence, individuals suffer from unlawful and unfair processing.		Lack of clear data minimization policies; Insufficient understanding of data protection principles; Inadequate processes for determining data relevance and necessity

		Implement data minimization techniques				Educate engineering team on data minimization principles		Secure code training monitored on Vanta		Establish a formal process for approving data collection for AI systems; Implement regular audits of data collection practices				High impact		Likely		4		The severity is high due to the potential for widespread privacy violations and unfair processing. The likelihood is likely because the tendency to over-collect data is a common issue in AI development.		Develop AI models that can perform effectively with minimal data; Implement automated data relevance assessment tools				Conduct workshops on privacy-preserving AI techniques; Implement a certification program on ethical data collection for AI				Establish a data ethics board to review and approve data collection practices; Implement a formal impact assessment process for data collection in AI systems				Medium impact		Unlikely		2		With additional controls, the severity is reduced to medium as there will be multiple safeguards against excessive data collection. The likelihood becomes unlikely due to the comprehensive approach to data minimization and relevance assessment.

		6		7/8/2024		Tokenistic human review of outputs by AI systems may inadvertently cause solely automated decision-making with legal or similarly significant effects. 				As a consequence, individuals suffer from prohibited processing taking place and inaccurate and/or unfair decisions being made about them, which have legal or similarly significant effects.		Inadequate time or resources allocated for meaningful human review; Overreliance on AI system outputs; Lack of clear guidelines for human review processes; Insufficient training for human reviewers

		Develop AI systems that provide explanations and confidence levels for their outputs; Implement tools for tracking and analyzing human reviewer decisions				Provide comprehensive training on the importance and process of meaningful human review		Clinician Terms of Use (1), Usage Policy (2) and in product reminders to review output for accuracy; Heidi Training Manual		Implement regular audits of human review processes and outcomes				Very high impact		Somewhat likely		3		The severity is very high due to the potential for significant legal or personal consequences from automated decisions. The likelihood is somewhat likely because of the tendency to over-trust AI systems and the challenges of maintaining rigorous human oversight.		Implement tools for tracking and analyzing human reviewer decisions				Conduct regular workshops on critical thinking and decision-making in AI review; Implement a certification program for AI output reviewers 				Establish a dedicated team for overseeing and improving human review processes; Implement a formal escalation process for complex or high-stakes decisions				High impact		Very unlikely		2		Even with additional controls, the severity remains high due to the potential impact of automated decisions. However, the likelihood becomes very unlikely due to the comprehensive approach to ensuring meaningful human review.

		7		7/8/2024		Failing to choose an appropriate lawful basis causes the unlawful collection of personal data.				As a consequence, individuals lose trust over how their data is used and suffer from unfair processing.		Lack of understanding of data protection regulations; Insufficient legal guidance in AI system development; Pressure to collect data without proper consideration of lawful basis; Misinterpretation of consent requirements
		Implement data collection interfaces that clearly state the lawful basis; Develop systems for tracking and managing user consent

		Lawful basis outlined in DPIA (5)		Provide comprehensive training on data protection regulations and lawful bases; Educate development teams on integrating lawful basis considerations into AI design		Regular staff training monitored by Vanta regarding secure code practices		Establish a formal process for determining and documenting lawful basis for data collection; Implement regular audits of data collection practices and their lawful bases		Lawful basis outlined in DPIA (5)		High impact		Somewhat likely		3		The severity is high due to the potential for widespread unlawful data processing and loss of trust. The likelihood is somewhat likely because while processes may be in place, the complexity of data protection regulations can lead to misinterpretations.		Develop automated tools for assessing appropriate lawful basis for different types of data collection; Implement systems for easy withdrawal of consent and data deletion

		Requests for access, modification, and deletion addressed in a timely manner		Conduct regular workshops on updates to data protection regulations; Implement a certification program on lawful data collection for AI systems				Establish a dedicated data protection officer role for overseeing lawful basis decisions; Implement a formal review process for all new data collection initiatives		Head of Legal and Regulatory Affairs serves as DPO, with all changes reviewed by the Compliance team		Medium impact		Unlikely		2		With additional controls, the severity is reduced to medium as there will be multiple safeguards against unlawful data collection. The likelihood becomes unlikely due to the comprehensive approach to ensuring appropriate lawful basis for data processing.

		8		7/8/2024		Undetected security vulnerabilities in an AI system’s software stack are caused by a lack of, or poorly conducted, security checks of software.				As a consequence, individuals suffer from security attacks and breaches of their personal data.		Inadequate security testing processes; Lack of regular security audits; Insufficient expertise in AI-specific security vulnerabilities; Rapid development cycles prioritizing features over security		Implement automated security scanning tools in the development pipeline; Develop secure coding practices specific to AI systems

		AWS GuardDuty, Security Hub, CloudWatch, and WAF for continuous security monitoring; Secure code training monitored in Vanta		Provide comprehensive security training for development teams; Educate staff on recognizing and reporting potential security vulnerabilities		Secure code training monitored on Vanta		Establish regular security audits of the AI software stack; Implement a vulnerability management process		Annual penetration test (8)		Very high impact		Likely		3		The severity is very high due to the potential for significant personal data breaches. The likelihood is likely because security vulnerabilities are common in complex software systems, especially in rapidly evolving fields like AI.		Implement AI-specific security testing frameworks; Develop real-time vulnerability detection systems 				Conduct regular cybersecurity workshops focused on AI systems; Implement a bug bounty program to incentivize vulnerability reporting				Establish a dedicated AI security team; Implement a formal security review process at each stage of the AI system lifecycle				High impact		Very unlikely		2		Even with additional controls, the severity remains high due to the potential impact of a security breach. However, the likelihood becomes very unlikely due to the comprehensive and proactive approach to security testing and vulnerability management.

		9		7/8/2024		Attacks on AI systems are caused by poor security practices.				As a consequence, individuals have their personal data subject to data breaches leading to potential financial losses and/or fraud.		Inadequate access controls and authentication mechanisms; Lack of encryption for sensitive data; Insufficient monitoring and threat detection; 		Implement robust authentication and access control mechanisms; 		Our application supports SSO, MFA, and federated authentication using Kinde; Additional controls to restrict administrative access to Heidi includes MFA, stringent password policies, and IP whitelisting		Provide comprehensive cybersecurity training for all staff; Educate users on recognizing and reporting potential security threats		Secure code, and cybersecurity best practices training monitored on Vanta		Establish regular security audits and penetration testing; Implement incident response and data breach notification procedures		Annual penetration test (8), Incident Response Plan (9)		Very high impact		Somewhat likely		3		The severity is very high due to the potential for significant personal and financial harm to individuals. The likelihood is somewhat likely because while security measures may be in place, the evolving nature of cyber threats makes some level of risk inevitable.		Develop a secure enclave for processing highly sensitive data		End-to-end encryption for data in transit (TLS v1.2); All database and S3 files storing sensitive data are encrypted at rest with AES-256, ensuring high security.		Conduct regular simulated attack exercises; 		Annual penetration testing (8); Regular tabletop disaster recovery meetings		Implement a formal process for continuous security assessment and improvement		Documented change management/QA procedure (7)		High impact		Very unlikely		2		Even with additional controls, the severity remains high due to the potential impact of a successful attack. However, the likelihood becomes very unlikely due to the comprehensive and proactive approach to security.

		10		7/8/2024		Incompatible or repurposed processing is caused by a shift in how the AI system is deployed.				As a result, individuals’ lose control over how their data is used, become uninformed and lose trust in the organisation handling their personal data.		Lack of clear purpose limitation policies; Pressure to expand AI capabilities without proper assessment; Insufficient understanding of data protection principles; Inadequate change management processes; 		Develop data flow diagrams to track data usage across the system		Heidi Scribe Infrastructure document (6)		Educate staff on the importance of purpose limitation in data processing; Provide training on recognizing and reporting potential mission creep		Secure code, and cybersecurity best practices training monitored on Vanta		Establish a formal process for approving changes to AI system purposes; Implement regular audits of data processing activities against stated purposes		Documented change management/QA procedure (7)		High impact		Somewhat likely		3		 The severity is high due to the potential for significant privacy violations and loss of trust. The likelihood is somewhat likely because while controls may be in place, the temptation to repurpose AI systems for new uses can be strong.		Implement technical safeguards to prevent unauthorized changes in data processing		AWS GuardDuty, Security Hub, CloudWatch, and WAF for continuous security monitoring; Automated security monitoring on Vanta		Conduct workshops on ethical AI development and deployment				Implement a formal change management process for AI systems, including purpose changes		Documented change management/QA procedure (7)		Medium impact		Unlikely		2		With additional controls, the severity is reduced to medium as there will be multiple safeguards against incompatible or repurposed processing. The likelihood becomes unlikely due to the comprehensive approach to purpose limitation and change management.
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AI Scribe Hazard Log Template - Draft v1.0.xlsx
Hazards

		Hazard ID		Hazard Description		Potential Impact(s)		Causes & Mitigations(Codes)		Highest Potential Severity (1-5)		Likelihood After Mitigations Of High Severity Event(1-5)		Level of Risk		Status

		HAZ01		AI Scribe incorrectly summarises consultation		I01-06		C01-07		4		1		2

		HAZ02		Data entered into the incorrect patient record		I01-08		C08-09		3		2		2

		HAZ03		Failure to gain informed consent for consultation recording		I08		C10-11		1		3		1





Impacts

		Code		Impact Description

		I01		Incorrect treatment or intervention given or performed

		I02		Delayed or missed treatment or intervention

		I03		Inappropriate continuation or cessation of treatment

		I04		Unnecessary or harmful diagnostic investigations and interventions

		I05		Patient monitoring and management escalation/de-escalation failure

		I06		Patient mismanagement and discrimination

		I07		Fine from ICO for data breach

		I08		Loss of patient trust





Causes & Mitigations

		Cause Code		Cause Description		Mitigations For User Organisation		Mitigations Enacted

		C01		Speech-to-text model misinterprets speech or medical terminology.		None possible		No

		C02		Large Language Model misinterprets context or intent.		Reinforce good communication practice of summarising reguarly what the patient has said, observations and decisions for clarity (both for patient and model)		No

		C03		Inadequate speech captured due to mic problems, power failure, software bugs or noisy environment.		Appropraite microphones to be used. Clinical rooms are suitably soundproofed. Advising users about the impact of background noise.		No

		C04		Clinicians not reviewing information before entering into EHR/Being too complacent if a software change happens and error types change		All users are trained to review closely every output before adding to medical record. Users must be informed they hold ultimate medicolegal responsibility for the entry into the medical record.		No

		C05		Speech to text model struggles with strong accent or mumbling		All users are made aware of this risk and aim to speak clearly and if not, be aware outputs may suffer.		No

		C06		Comments not attributed to correct speaker		None		No

		C07		Large Language Model hallucinates clinical information		All users are made aware of this risk and to be vigilant. All users are trained to review closely every output before adding to medical record.		No

		C08		User errors in data handling		All users are made aware of this risk and to be vigilant.		No

		C09		Software failure in integration system		None possible		No

		C10		Lack of awareness of the need to consent & provision of information resources		Ensure posters and website information present. Consider adding to appointment reminders.		No

		C11		Time constraint or forgetting to consent		All users to be trained in neccessity to consent every time.		No





Risk Matrix



				Likelihood		Very High		3		4		4		5		5				Severity Classification		Interpretation		Number of Patients Affected

						High		2		3		3		4		5

						Medium		2		2		3		3		4				Catastrophic		Death		Multiple

						Low		1		2		2		3		4						Permanent life-changing incapacity and any condition for which the prognosis is death or permanent life-changing incapacity; severe injury or severe incapacity from which recovery is not expected in the short term		Multiple

						Very Low		1		1		2		2		3

								Minor		Significant		Considerable		Major		Catastrophic				Major 		Death		Single

								Severity														Permanent life-changing incapacity and any condition for which the prognosis is death or permanent life-changing incapacity; severe injury or severe incapacity from which recovery is not expected in the short term		Single



						Likelihood Category		Interpretation														Severe injury or severe incapacity from which recovery is expected in the short term		Multiple

						Very high		Certain or almost certain; highly likely to occur														Severe psychological trauma		Multiple

						High		Not certain but very possible; reasonably expected to occur in the majority of cases												Considerable 		Severe injury or severe incapacity from which recovery is expected in the short term		Single

						Medium		Possible														Severe psychological trauma		Single

						Low		Could occur but in the great majority of occasions will not														Minor injury or injuries from which recovery is not expected in the short term		Multiple

						Very low		Negligible or nearly negligible possibility of occurring														Significant psychological trauma		Multiple

																				Significant 		Minor injury or injuries from which recovery is not expected in the short term		Single

																						Significant psychological trauma		Single

						5		Unacceptable level of risk														Minor injury from which recovery is expected in the short term		Multiple

						4		Mandatory elimination of hazard or addition of control measure to reduce risk to an acceptable level														Minor psychological upset; inconvenience		Multiple

						3		Undesirable level of risk. Attempts should be made to eliminate the hazard or implement control measures to reduce risk to an acceptable level. Shall only be acceptable when further risk reduction is impractical												Minor 		Minor injury from which recovery is expected in the short term; minor psychological upset; inconvenience; any negligible consequence		Single

						2		Acceptable where cost of further reduction outweighs benefits gained or where further risk reduction is impractical

						1		Acceptable, no further action required
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Clinical Safety Case Report Guidance on the use of Heidi AI Scribe in clinical practice
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Clinical Safety Case Report Guidance on the use of an AI Scribe in clinical practice







	

























This walkthrough is designed to assist GP practices and surgeries in completing a Clinical Safety Case Report in line with DCB0160 requirements, while also providing examples from the manufacturer's perspective under DCB0129. It offers a structured approach to documenting the clinical safety activities required to demonstrate that an AI scribe system, such as Heidi, is safe for use in a clinical setting. 

Each section includes a brief explanation of what is required for GP practices to comply with DCB0160, alongside an example of what Heidi, the manufacturer, has already completed to comply with DCB0129 (which has been greyed out). This dual perspective ensures that the document is comprehensive, but it must be reviewed, amended, and tailored by GP clinics and surgeries to accurately reflect their own due diligence regarding the clinical safety of the AI system they are deploying.
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[bookmark: _heading=h.3dy6vkm]Introduction

The introduction should provide an overview of the purpose of the Clinical Safety Case Report, focusing on compliance with DCB0160, which governs the deployment of health IT systems. It should also briefly describe the system being implemented.

Potential DCB0160
This Clinical Safety Case Report is prepared to demonstrate compliance with DCB0160, the NHS Digital standard for the safe deployment of health IT systems. The report covers the deployment of Heidi, an AI-powered medical scribe, within GP practices and surgeries. The purpose of this report is to provide evidence that Heidi is clinically safe for use in these settings, ensuring it supports clinical workflows without introducing unacceptable risks.



DCB0129 Example
It is mandatory for manufacturers of health IT systems, including software, who wish to operate in the UK healthcare sector to comply with the digital clinical safety standard DCB0129 (Manufacture of Health IT Systems). The DCB0129 standard outlines a framework for clinical safety activities, necessitating rigorous and systematic analysis by any company aiming to market their product(s). Technologies used in health and social care settings, especially those involving patient information or decision-making, must be evaluated to ensure they do not increase patient harm. Analysis and evaluation must be performed by a nominated Clinical Safety Officer (CSO) to identify potential clinical hazards and assess the degree of clinical risk associated the product may pose to patients.

This report provides an overview of Heidi and addresses clinical safety, governance arrangements, and additional information used in the product's analysis. The report compiles the necessary evidence and supports the factors mitigating any clinical risks associated with the product. This document is the third in a series of three deliverables required by the standard:

1. Clinical Risk Management Plan

2. Hazard Log

3. Clinical Safety Case Report (this document).

Collectively, these three documents support compliance with DCB0129. It provides assurance that the application is clinically safe within the context of NHS Digital Clinical Safety standards.

The clinical safety objectives for Heidi's product and associated documentation are as follows:

· Ensure that the safety activities undertaken during the clinical safety process align with the risk management plan.

· Ongoing monitoring of the Hazard Log during design, development, and deployment.

· Ensure Heidi's product is clinically safe for its intended purpose.

· Monitor any changes to the system, assess potential risks, and implement mitigations.

· Identify and assess clinical hazards/risks to ensure patient safety.

· Identify safety-critical functionality of the system and provide evidence of assurance activities to mitigate clinical risk.

· The clinical safety case report aims to substantiate that Heidi complies with NHS Digital Clinical Safety standards, affirming it is clinically safe and fit for purpose.



[bookmark: _heading=h.y6zspq1ir6a4]Background

This section should give a brief history of the AI system, the purpose for which it was developed, and its relevance to clinical safety. It should also address why it is being deployed in a healthcare setting.

Potential DCB0160 Example

Heidi Health was founded in 2019 to develop health IT solutions that support clinicians in reducing their administrative burden. Heidi, the company’s flagship AI scribe, is designed to transcribe clinical encounters into structured documentation. Heidi is being deployed within GP clinics to streamline documentation processes, allowing clinicians to focus more on patient care while ensuring clinical safety remains paramount.



DCB0129 Example

Heidi Health was founded in 2019 in Melbourne, Australia. Heidi Health designs, develops and distributes software for clinicians working in the healthcare sector. Heidi Health have developed Heidi (also known as Scribe) which is an artificial intelligence powered medical scribe and clinical documentation assistant.

Heidi is intended to be used by clinicians as a productivity and workflow efficiency tool to help alleviate the burden on clinicians of clinical documentation. Heidi software platform is designed to transcribe audio and uses AI to generate comprehensive clinical notes as well as various other documents used by clinicians in their practice. Heidi is not intended to be a clinical decision support or diagnosis assistant tool. 



[bookmark: _heading=h.1t3h5sf]System Definition/Overview

This section should describe the core functionality of the system, its intended users, and its role in the clinical environment. It is important to specify any limitations or constraints relevant to safety.

Potential DCB0160 Example

Heidi is an AI-powered scribe that converts spoken clinical encounters into written documentation. It is intended for use by registered clinicians in GP clinics as a documentation assistant, not as a clinical decision-making tool. The clinician remains responsible for verifying the accuracy of the notes generated by the system.



DCB0129 Example

Heidi is a healthcare IT system, specifically a cloud-based artificial intelligence medical scribe platform. It is a standalone software that is used to generate comprehensive clinical documentation using a combination of speech-to-text software, note taking and artificial intelligence models. Heidi is accessible via desktop and mobile browser to registered users, with servers and data hosted locally in the UK for all registered users based in the UK.

Heidi works by transcribing speech into text from a healthcare encounter such as conversations between clinicians and patients or by clinicians dictating their clinical findings, impression and/or management plans before, during and after the healthcare encounter. The clinician can also add additional contextual notes about the healthcare encounter which they may not wish to verbalise during the healthcare encounter. The clinician is also able to set and modify various settings within the Heidi platform in order to customise their Heidi experience as well as how their clinical documentation is structured and written. To generate the requested clinical documentation, the transcribed text and contextual notes along with the various user controlled settings are then fed through an artificial intelligence model which then generates the requested clinical documentation based on the data that has been given to the AI model.

The comprehensive clinical documentation generated by Heidi can then be copied or integrated into an electronic medical record system or used with other word processing or communication tools to provide other clinicians and/or the patient with relevant information related to the healthcare encounter and the patient's care. 

The intended use and recommendations for Heidi are as follows: 

· Heidi should be used by qualified and registered clinicians to assist them in writing their clinical documentation. 

· Heidi should not be used as a clinical decision making tool and is not a substitute for medical assessment. 

· Heidi's generated clinical documentation is intended to reduce the amount of time it takes clinicians to complete their medical records; however the clinician is ultimately responsible for their clinical documentation, and must ensure that the content of the notes and documents accurately reflects the healthcare encounter for which the documentation has been generated.

Heidi is noted to have the following limitations that users must be aware of:

· Heidi's generated clinical documentation is based on the clarity and quality of the speech & text data that is provided in the healthcare encounter. Users must review all clinical documentation generated to confirm their accuracy before capturing it in their electronic medical records or distributing documentation to other clinicians and/or patients.  

· Hardware issues such as poor microphone quality may cause sub-par audio being captured, resulting in an inaccurate text transcript which does not adequately reflect the healthcare encounter information. Users are recommended to test the quality of their microphones prior to and while using Heidi.

· An unstable or slow internet connection may result in delays in information processing and potentially not capturing some or all of the healthcare encounter information. Therefore it is vital that users ensure they have a stable and fast internet connection when using Heidi.

· Heidi's AI models occasionally make mistakes which may not accurately reflect the information discussed in the healthcare encounter. Users must ensure they have reviewed all clinical documentation generated by Heidi to confirm their accuracy before importing it in their electronic medical records or distributing documentation to other clinicians and/or patients.



Architecture

Describe the system's architecture, focusing on how it integrates into the clinical environment. This should include details of data storage, access controls, and any relevant infrastructure that impacts safety. You should obtain this information directly from the IT systems manufacturer.



Potential DCB0160 Example

Heidi operates as a cloud-based application with a web interface accessible via desktop and mobile browsers. The system stores clinical data on secure, UK-based servers and integrates with existing GP electronic health record (EHR) systems. Security controls include encryption and access management to ensure that patient data is protected throughout its use.



DCB0129 Example

Below is a high-level diagram of Heidi’s software architecture.

Heidi is an AI-powered scribe that converts spoken clinical encounters into written documentation. It is intended for use by registered clinicians in GP clinics as a documentation assistant, not as a clinical decision-making tool. The clinician remains responsible for verifying the accuracy of the notes generated by the system.[image: ]

[bookmark: _heading=h.55gcu8m0nkcv]

[bookmark: _heading=h.9todb8s36jlf]Governance

This section outlines the clinical safety governance structure for the system, identifying key roles such as the Clinical Safety Officer (CSO) and their responsibilities under DCB0160.

Potential DCB0160 Example

Governance of clinical safety for our clinic/surgery is led by XXX, the Clinical Safety Officer, who oversees the deployment of the system in GP clinics. XXX is responsible for approving all safety documentation and ensuring compliance with DCB0160 standards. The governance structure ensures that clinical safety risks are identified, assessed, and mitigated throughout the deployment process



DCB0129 Example

The responsibility for the clinical safety activities for Heidi resides with the Product team, Medical Knowledge team and Clinical Safety Officer, Dr Kieran McLeod.

The Clinical Safety Officer is responsible for ensuring the clinical safety of Heidi through the application of clinical risk management. The Clinical Safety Officer is a suitably qualified and experienced clinician who holds current registration with their relevant professional body and has had appropriate training for this role.

The DCB 0129 Safety Standard requires that a Clinical Safety Officer (CSO) oversees the clinical risk management activities. Heidi Health has appointed Clinical Safety Officer Dr Kieran McLeod, registered with the HPCSA with registration number MP0841846, who will undertake the DCB 0129 requirements.



Key responsibilities include:

· Approval of the Clinical Risk Management Plan to confirm that the plan is appropriate and achievable in the context of the Health IT System development and modification

· Ensuring that clinical risk management activities are completed in accordance with the Clinical Risk Management Plan

· Reviewing and approving all safety documentation, including Clinical Safety Case Reports and the Hazard Log

· Reviewing evidence in the Clinical Risk Management File to ensure it is complete and supports the Clinical Safety Case Report

· Providing recommendations where required to the product team

· Escalating any unacceptable safety risks

[bookmark: _heading=h.4d34og8]Clinical Risk Management System

Describe the clinical risk management system in place to ensure that risks are identified, documented, and mitigated during the system's deployment in GP settings.

Potential DCB0160 Example

XXXX employs a Clinical Risk Management System (CRMS) in line with DCB0160 to identify, document, and control clinical risks associated with the deployment of the AI scribe. A central component of this system is the hazard log, which is regularly reviewed and updated by the Clinical Safety Officer and the compliance team to ensure risks remain controlled.



DCB0129 Example

Heidi Health has a Clinical Risk Management Plan (CRMP) and Heidi Health Clinical Risk Management System is a work in progress. However, Heidi Health has a Clinical Risk Management File which contains extensive documentation, including the CRMP and this Clinical Safety Case Report (CSCR), providing the necessary structure and governance to ensure compliance with the Clinical Risk Management System requirements and encompasses the risk management processes. The CRMP and other relevant documentation are stored within the Clinical Risk Management File (CRMF). 

Heidi Health’s Clinical Risk Management activities for the product include the following areas:

· Risk Management including:

· Risk Analysis

· Risk Evaluation

· Risk Control

· Clinical Hazard Identification including:

· Clinical Hazard workshops

· Hazard mitigation and control

· Hazard methodology

· Control Measure Implementation

· Incident Management Process

Heidi Health has collaborated with users of the product and clinical safety experts. Establishing these connections has allowed the product to be developed and built not only to meet user needs but also to ensure clinical safety is considered throughout.

Heidi Health’s Clinical Risk Management System has been co-developed by Dr Kieran McLeod, Medical Knowledge Lead and nominated Clinical Safety Officer (general practitioner, currently registered with the Health Professions Council of South Africa - MP 0841846)  and Mr Yassin Omar, Head of Compliance at Heidi Health. 

Dr Kieran McLeod holds a medical degree (MBChB) from the University of Cape Town, a diploma in primary emergency care (DipPEC) from the Colleges of Medicine South Africa as well as a number of other course certificates relevant to health information technology. He has previous experience as a software developer and advisor to health technology organisations and has in-depth experience, knowledge and skills in risk management and its application to clinical domains.

The management team at Heidi Health are aware of their responsibilities and are suitably experienced and trained in clinical safety. The team includes:



		Dr Kieran McLeod

		Medical Knowledge Lead & Clinical Safety Officer



		Mr Yassin Omar

		Head of Compliance



		Dr Thomas Kelly

		Chief Executive Officer



		Mr Yu Liu 

		Chief Technology Officer







All key documents including this Clinical Safety Case Report, the Clinical Risk Management Plan and the Hazard log are all stored in a Clinical Risk Management File on Heidi Health Google Drive.

Risk management process overview:

[image: ]





[bookmark: _heading=h.2s8eyo1]Clinical Risk Identification & Analysis

Detail the methodology used to identify and analyze clinical risks. This section should focus on how risks are identified during deployment in clinical environments.

Potential DCB0160 Example

Clinical risks for Heidi were identified using (insert relevant technique if applicable, i.e SWIFT). The risk analysis focused on potential hazards such as incorrect transcription of patient information or system downtime during a clinical session. These risks were recorded in the hazard log, along with their potential impact on patient safety.

DCB0129 Example

Hazard identification and risk analysis has been performed using the Structured What If Technique or the ‘SWIFT’ method. Heidi CSO assessed Heidi's product as well as all relevant and available documentation. This enabled hazard identification, effect, harm and causes to be recognised. These were documented and then reviewed by the product team, current controls have been reviewed and documented. The hazard log has been approved by the CSO.

The structured ‘what if’ technique (SWIFT) and the patient safety risk assessment approach used carefully considered:

• What could go wrong? (Consequence and likelihood)

• Possible main causes (Why?)

• Most likely clinical safety harms for patients

• Current controls in place to prevent or mitigate issues

• Recommendations to prevent issues & improve patient safety

Although the assessment has been completed, further hazards may be identified in other ways during the future development and use of the product such as:

• Discovery during the design of new features, user feedback or product team testing

• Testing of amended functionality

• Ad hoc testing of live service functionality

• Reporting of an incident or problem within the live service



This will initiate a reassessment of the product and safety position.

For each identified hazard, the following information has been defined and recorded on the Hazard Log:

• Hazard number

• Hazard name

• Hazard description

• Potential clinical harm – this describes the effect of the hazard in the care setting and the potential impact on the patient

• Possible causes – these may be technical, human error etc. A hazard may have a

number of causes

• Existing controls – these are identified existing controls or measures that are currently in place and will remain in place post-implementation that provides mitigation again the identified hazard (i.e. will be used as part of the initial Hazard Risk Assessment/)

• Additional controls or recommendations to reduce the risk score accordingly.

Existing potential hazards have been reviewed & recorded including their description, potential clinical impact, possible causes and existing risk controls. The hazard description, severity and likelihood five-stage qualitative scales and risk rating interpretation score can all be found in the hazard log, as well as in the Clinical Risk Management Plan.

Initially 12 hazards were identified, however upon review of the definition of hazards and harms, in-depth bow-tie analysis this was reduced to a total of 6 hazards identified as having potential to introduce a risk to patient safety for the deployment of Heidi’s product. Each potential hazard has been assessed for causes and consequences and taking account of existing mitigations as well as given an initial risk and residual risk grading.

[bookmark: _heading=h.17dp8vu]Clinical Risk Evaluation

Explain how the risks identified were evaluated, including the criteria used to score the risks based on their likelihood and severity in a clinical setting.

Potential DCB0160 Example

Each clinical risk was evaluated based on its likelihood of occurrence and the potential severity of harm to patients. Risks were classified on a five-point scale from negligible to catastrophic. Mitigating controls were then implemented to reduce the overall risk level to an acceptable standard in line with DCB0160 requirements.



DCB0129 Example

The initial risk of all hazards documented in the hazard log have been evaluated using the predefined risk rating score.

All identified hazards were evaluated from the perspective of patient safety consequences using a Cause, Effect, Hazard, Harm approach to explore potential consequences.

Contributory factors were also considered, in addition to identifying existing mitigating controls from a health IT design, end user training and business process were also considered.

The clinical risk associated with each hazard was scored based on two factors; the severity of harm (if the hazard were realised and harm credibly occurred to a patient as a direct result of that hazard) and the likelihood of occurrence of that harm. For each of these factors the presence or otherwise of existing mitigation was considered. The criteria used for assessment is the clinical risk matrix, resulting in the initial risk score.

The Hazard Log attached outlines the number of identified hazards and their respective residual risk ratings following the initial risk score and by applying recommendations. These will continue to be evaluated and further mitigation will be applied as the risk management process dictates during the ongoing risk assessment.

Identification of hazards and risks is a continuous activity and occurs at all times in the product’s lifecycle. Hazard identification has been conducted by the CSO and reviewed by the Head of Compliance, Product team and CEO.



[bookmark: _heading=h.3rdcrjn]Clinical Risk Control

This section should describe the risk control measures in place to mitigate identified risks. Focus on how these controls are maintained and monitored during the deployment process.

Potential DCB0160 Example

We employ several risk control measures, including real-time error correction and clinician verification of transcriptions. These controls are continuously monitored during deployment, and any identified risks are addressed promptly through software updates and user feedback.



DCB0129 Example

Every Heidi product and feature undergoes a comprehensive set of control measures at every phase of the software development lifecycle to minimise the probability of a hazard occurring and/or to reduce the severity of the impact should the hazard arise. All current control measure options have been meticulously reviewed and documented in the version of the Clinical Risk Management Plan attached. The risk control mechanisms are concisely summarised in the quality assurance process (QA process) outlined below.

Despite all risks associated with Heidi's product being broadly acceptable, it was agreed that further risk control measures should be implemented. This is in line with the As Far As Possible (AFAP) approach. This method assesses the individual risk and how that may be attenuated, to reduce the likelihood of it occurring through applying mitigations.



[image: ]



[bookmark: _heading=h.26in1rg]Hazard Log/Risk Register

Summarize the purpose of the hazard log or risk register, which tracks all identified clinical risks and their associated control measures during deployment.



Potential DCB0160 Example

Our hazard log for Heidi tracks all identified clinical risks, their causes, and associated controls. The Clinical Safety Officer reviews the hazard log regularly to ensure that any new risks arising during deployment are properly documented and mitigated in line with DCB0160 standards



DCB0129 Example

The hazard log/risk register for Heidi has been completed and reviewed. Heidi uses a compliance management platform called Vanta to manage its risk register, however the Hazard Log utilised is based on the NHS Digital Clinical Safety template provided on the NHS website. It can be accessed via the attached link below.

Hazard Log/Risk register

Heidi Health’s Hazard Log includes the following components:

• Hazard identification

• Description of patient safety consequences

• Explanation of hazard causes and contributory conditions

• Identification of existing mitigating controls

• Estimation of clinical risk

• Identification of participating personnel

The identified hazards were captured in the Hazard Log, the initial risks graded and then the residual risks graded. The hazards are transferable between Heidi and the end users of the product, therefore these should be considered in each individual care setting and controls applied.

The hazards and risk gradings are intended to provide a baseline overview of the safety risks associated with using Heidi and the risk mitigation measures employed to reduce the overall risk of patient harm associated with using Heidi.



[bookmark: _heading=h.1ksv4uv]Quality Assurance and Management Process

Explain the quality assurance processes in place to ensure the clinical safety of the system during deployment. This should include testing protocols and procedures for addressing identified issues.

Potential DCB0160 Example

We have confirmed that Heidi undergoes a rigorous quality assurance process that includes unit testing, integration testing, and clinical validation. All testing is carried out under the supervision of Heidi’s Clinical Safety Officer to ensure that any risks affecting clinical safety are identified and resolved before the system is deployed in GP practices.



DCB0129 Example

The Heidi quality assurance process diagram below and within the Clinical Risk Management Plan was created by the Clinical Safety Officer in April 2024 and reflects a high-level overview of the quality assurance process undertaken for building & releasing products, projects and features in Heidi.

To support clinical safety activities undertaken during any deployment phases of a product, project or feature the following documentation will be required to form a part of the quality assurance process:

• Product plan

• Clinical Risk Management Plan

• Test scripts, unit tests, internal user testing with testing results

• Hazard log – reviewed and amended (where applicable)

• Any other QA documentation

Decisions for releases are dependent upon a release checklist and compliance with the quality assurance and management process. When changes are planned to be made to Heidi's products this will be reflected in the clinical risk management plan. The product team works together to map the changes, record any issues and detail the fixes. We use an agile methodology and hold regular meetings when appropriate to discuss the changes and implementations planned.



[image: ]





[bookmark: _heading=h.35nkun2]Summary Safety Statement

Provide a conclusive statement affirming that the system is clinically safe for deployment in line with DCB0160 standards, supported by the evidence provided in the report.


Potential DCB0160 Example

Based on the evidence presented in this report, Heidi has been demonstrated to be clinically safe for deployment in NHS GP clinics and surgeries. All identified risks have been mitigated in accordance with DCB0160 requirements, and the system is fit for use in supporting clinical documentation without introducing unacceptable risks to patient safety.







DCB0129 Example

Heidi Health has a clear and well defined quality assurance and management process as well as other risk management processes and software design and deployment methods. The Heidi product has clear guidelines for its intended use by clinicians and healthcare providers, and the product limitations have been clearly outlined in the clinical safety case report. The product has been through testing and also usability acceptance testing. Heidi users can provide product feedback via the various user communication channels outlined above and safety issues or incidents identified can be logged and managed as per Heidi Health's clinical risk management system. Upon review of Heidi clinical risk management system, all appropriate measures have been undertaken to identify and assess any hazards and credible harms that could reasonably impact a patient, as well as to evaluate all potential control measures to minimise the residual clinical risk to the lowest possible level. There are no known outstanding test issues or defects. The DCB0129 standards framework has been utilised to assess Heidi Health and its products, and all elements have been satisfactorily passed.

Based on the above, Heidi's CSO Dr Kieran McLeod is satisfied that Heidi's product is safe for use in the UK in accordance with standards outlined in DCB 0129.
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About the Data Protection Impact Assessment (DPIA)

The DPIA (also known as privacy impact assessment or PIA) is an assessment tool which is used to identify, assess and mitigate any actual or potential risks to privacy created by a proposed or existing process or project that involves the use of personal data.  It helps us to identify the most effective way to comply with our data protection obligations and meet individuals’ expectations of privacy. An effective DPIA will allow us to identify and fix problems at an early stage, reducing the associated costs and damage to reputation which might otherwise occur. Failing to manage privacy risks appropriately can lead to enforcement action from the Information Commissioner’s Office (ICO), which can include substantial fines.  The DPIA is just one specific aspect of risk management, and therefore feeds into the overall risk management processes and controls in our organisation.  

A DPIA is not a ‘tick-box’ exercise.  Consultation may take a number of weeks to complete, so make sure that key stakeholders are engaged early, and that your project plan allows for this so that you have enough time prior to delivery to iron out any issues.   

Carrying out a DPIA is an iterative process.  Once complete, a review date within the next 3 years must be set.  Should a specific change in purpose, substantial change in service or change in the law occur before the review date, the DPIA must be re-done.  

The ICO code of practice on conducting privacy impact assessments is a useful source of advice.  

Is a DPIA required?

If the process or project that you are planning has one or more the aspects listed below then you must complete a DPIA at an early stage.  

		

		

		YES/NO 



		1.

		The work involves carrying out a systematic and extensive evaluation of people’s personal details, using automated processing (including profiling). Decisions that have a significant effect on people will be made as a result of the processing.  

Includes: 

Profiling and predicting, especially when using aspects about people’s work performance, economic situation, health, personal preferences or interests, reliability or behaviour, location or movements

Processing with effects on people such as exclusion or discrimination 

Excludes:

Processing with little or no effect on people



		NO



		2.

		The work involves carrying out large scale processing of any of the special categories of personal data, or of personal data relating to criminal convictions and offences. 

Includes:

· Racial or ethnic origin data

· Political opinions data

· Religious or philosophical beliefs data

· Trade Union membership data

· Genetic data 

· Biometric data for the purpose of uniquely identifying a person

· Health data

· Sex life or sexual orientation data

· Data which may generally be regarded as increasing risks to people’s rights and freedoms e.g. location data, financial data

· Data processed for purely personal or household matters whose use for any other purposes could be regarded as very intrusive



To decide whether processing is large scale you must consider:

· The number of people affected by the processing, either as a specific number or as a proportion of the relevant population

· The volume of data and/or the range of different data items being processed

· The duration or permanence of the processing

· The geographical extent of the processing activity 



		YES



		3. 

		The work involves carrying out large scale and systematic monitoring of a publicly accessible area. Includes processing used to observe, monitor or control people.



		NO



		4. 

		The work involves matching or combining datasets e.g. joining together data from two or more data processing activities performed for different purposes and/or by different organisations in a way that people would not generally expect; joining together data to create a very large, new dataset.  



		NO



		5.

		The work involves processing personal data about vulnerable groups.  This includes whenever there is a power imbalance between the people whose data are to be used e.g. children, the mentally ill, the elderly, asylum seekers, and the organisation using their personal data. 



		NO



		6.

		The work involves significant innovation or use of a new technology. Examples could include combining use of finger print and face recognition for improved physical access control; new “Internet of Things” applications.



		YES



		7.

		The work involves transferring personal data across borders outside the countries listed in the ICO website ?  

· EEA countries

· Countries with an ‘Adequacy decision’ . You can view an up to date list of the countries which have an adequacy finding on the European Commission's data protection website. 

· covered by the  EU-US Privacy Shield framework. check on the Privacy Shield list to see whether the organisation has a current certification; or

· Covered by Canada’s PIPEDA

		NO



		8.

		The work involves processing that will prevent people from exercising a right or using a service or a contract  e.g. processing in a public area that people passing by cannot avoid. 



		NO









Step One – Consultation Phase

Consult with all stakeholders about what you wish to do as early as possible in the process. Stakeholders will normally include:

· Key service staff e.g. those who will be managing the process.

· Technical support, especially if a new system is involved.  This may involve the relevant IT supplier. 

· Information governance advisors e.g. Caldicott Guardian, Information Security Officer, Data Protection Officer.

Sometimes it will be necessary to consult with service users.  This will be particularly relevant if the change in process will change how they interact with our NHS Board, or what information is collected and shared about them. 

Early consultation will ensure that appropriate governance and security controls are built into the process as it is being designed and delivered, rather than being ‘bolted on’ shortly before the change is launched.  

Step Two- DPIA drafting

The responsibility for drafting a DPIA will normally sit with the service area that ‘owns’ the change, however, all stakeholders will have an input. Depending on the nature and complexity of your proposal, more than one service area and/ or Information Asset Owner (IAO) may be the owner(s).    

Step Three- Sign-off 

[NHS Board may need to also add in here specific, local/ administrative details on how DPIAs should be carried out and recorded in their organisation e.g. links with the Information Asset Register, mailboxes to use etc]

When a DPIA has been fully completed, it must be submitted for formal review by an appropriate IG professional/ the Data Protection Officer.  They will review the DPIA to ensure that all information risks are fully recognised and advise whether appropriate controls are in place.  The Data Protection Officer will decide, where the DPIA shows a high degree of residual risk associated with the proposal, whether it is necessary to notify the ICO.  It may be necessary to inform and/or involve the Board’s Senior Information Risk Owner (SIRO) as part of this risk assessment and decision-making.  

 Once reviewed, the DPIA will need to be signed off by the Information Asset Owner(s) (IAOs), normally a head of service.  




1. What are you trying to do and why? - give (or attach separately) a high level summary description of the process, including its nature, scope, context, purpose, assets e.g. hardware, software used, data-flows). Explain the necessity and proportionality of the processing in relation to the purpose(s) you are trying to achieve.   

Heidi processes and transcribes clinical conversations to generate clinical documentation. The core purpose is to alleviate the administrative burden on healthcare professionals by automating clinical documentation, allowing clinicians to focus more on patient care rather than paperwork. Heidi generates accurate clinical notes, referral letters, and patient explainer documents.

Heidi records and transcribes clinical conversations in real-time, using natural language processing (NLP) and machine learning to interpret medical dialogue, identify key health information, and categorize data into appropriate EHR sections. These processes occur through multiple secure access methods including a web browser interface, Chrome extension, mobile application (Apple/Android), desktop application (Apple/Windows), and EHR integration (Widget/SDK).

In terms of scope, Heidi processes special category health data, which is de-identified and pseudonymized, including patient demographics, medical history, prescriptions, and lab results. Processing occurs each time a clinician starts a transcription/dictation session, with no audio storage during clinical encounters (real-time processing only). Clinicians maintain control over data retention and can set automatic deletion schedules.

Our security infrastructure is robust, with all data hosted locally within the UK for UK users. We employ end-to-end encryption for data transmission (TLS v1.2), secure storage for data (AES-256), and maintain strict data processing agreements with subprocessors. All subprocessor data centers are located in the European Economic Area to ensure data sovereignty. Additionally, Heidi is ISO27001, Cyber Essentials, and SOC2 certified, and is audited regularly.

The necessity and proportionality of Heidi's processing is evident in how it addresses a significant need in healthcare for efficient documentation, saving clinicians substantial administrative time. The system implements strict privacy measures including de-identification of patient data, role-based access control, principle of least privilege, multi-factor authentication options, regular security audits and monitoring, and continuous compliance monitoring through Vanta (compliance monitoring platform). This processing is proportional to the goal of improving healthcare efficiency while maintaining strict data protection standards, operating under clear legal bases including the NHS Act 2006 and Health and Social Care Act 2012.

Heidi is designed to bring innovation to healthcare administration while maintaining robust privacy and security measures, ensuring compliance with relevant healthcare and data protection regulations.





System Architecture Diagram
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Data Flow (De-identification) Diagram 
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2. What personal data will be used?

		Categories of individuals   

		Categories of personal data  

		Any special categories of personal data [see Guidance Notes for definition] 

		Sources of personal data 



		Clinicians

		Registration information (e.g. name, email address, specialty)

		N/A

		Provided by clinician during sign up



		Patients

		Personal details (e.g. name, age, date of birth)

 

		Health data

		Provided by patient during a clinical encounter











3. What legal condition for using the personal data is being relied upon? [see Guidance Notes for the relevant legal conditions]

		Legal condition(s) for personal data [see Guidance Notes]

		Legal conditions for any special categories of personal data [see Guidance Notes]



		Art. 6(1)(e) – Public task



		Art. 9(2)(h) – healthcare purposes









4. Describe how the personal data will be collected, used, transferred and if necessary kept up to date – may be attached separately. 

Data Collection Scope

The scope encompasses the entire clinical documentation workflow across all access methods, including:

· Recording and transcription of clinical consultations (All modes)

· Additional clinician notes and annotations (All modes)

· Dynamic command inputs from clinicians (All modes)

· System audio for telehealth consultations (Desktop App)

· Patient demographic information from EHR systems (EHR integration)

· Template configurations and preferences (All modes)



Data Collection & Use

Data will be collected by transcribing clinical encounters using a live transcription model. This processing will occur every time a clinician performs a session on Heidi - in other words, every time they click 'Start Transcribing', ‘Start Dictating’, or upload audio to Heidi. This data will cover both data from the patient themselves (though it is de-identified) and the clinician too - such as their templates, note-taking style, clinician type, email address etc. These de-identified transcripts are then processed to generate clinical notes, documents, and referral letters; this flow is described in the table below.

		Description

		Type



		Clinician obtains consent to record consult, which is then live-transcribed

		Collection



		Processing transcript through pseudonymization¹ and de-identification models

		Use



		De-identified transcript processed to generate clinical notes and documents

		Use



		Clinician may use clinical notes and documents to update their EMR/generate referrals etc

		Use







¹ Pseudonymization is the process of transforming personal data in such a way that individuals cannot be identified without additional information. This is done by first identifying sensitive data types, including transcripts, patient information, clinician notes, and generated notes. Sensitive data is encrypted both while in transit, and at rest, and all keys are managed securely. Machine learning (ML) techniques are used to de-identify transcript data, targeting entities like names, genders, addresses, emails, and phone numbers This is done by replacing identifying fields within a data record with artificial identifiers, or pseudonyms. For example, instead of storing a person's name, the data might store a unique code that only authorized personnel can trace back to the original individual. The key to re-identify the data is kept separately and securely, ensuring that even if the pseudonymized data is accessed, the privacy of individuals remains protected. This technique is crucial for maintaining privacy while still allowing data to be used for analysis and improving ML accuracy.



Data Transfer

Data transfer occurs through secure channels with end-to-end encryption (TLS 1.2) for data in transit and AES-256 encryption for data at rest. All processing for UK and EU customers takes place exclusively within the UK and European Economic Area, with primary data centers located in London and Frankfurt. Heidi maintains strict data residency requirements and does not transfer or process any customer data outside these regions.

Data Maintenance and Updates

Clinicians have full control over their data and can delete sessions either manually or via an automatic deletion schedule (between 1 and 90 days). No audio is stored during clinical encounters as it is processed in real-time and immediately discarded. For dictation recordings (clinician audio only), clinicians can opt-in to save their dictated audio for later review, but must ensure no patient audio is included. The transcripts, clinical notes, and documents remain under clinician control, and they can decide how long this data is stored. External access to this information is only granted for troubleshooting purposes with express permission from clinicians.

Data quality is maintained through continuous monitoring and validation processes, adhering to the principle of data minimization by collecting only the minimum amount of data necessary for the specified purpose. Regular data audits and updates help maintain accuracy and relevance, ensuring the system remains compliant with data protection requirements while effectively serving its primary purpose of streamlining clinical documentation.

5. What information is being provided to the people to whom the data relate to ensure that they are aware of this use of their personal data? – This is the ‘right to be informed’ and information such as privacy notices may be included as an attachment.

Users are provided with comprehensive information about data processing activities through an accessible web page detailing our Privacy Policy and Terms of Use. This includes information on their rights to access, correct, delete, or restrict their data. We also offer support channels to assist users in exercising their rights and addressing any concerns.



6. How will people’s individual rights in relation to the use of their personal data be addressed by this process? (Rights are not applicable to all types of processing, and expert advice on this may be necessary.)



· Right of access:

a. Outlined in our UK GDPR Privacy Policy

· Right to rectification:

a. Outlined in our UK GDPR Privacy Policy

· Right to object (where applicable):

a. Outlined in our UK GDPR Privacy Policy

· Right to restrict processing (where applicable):

a. Outlined in our UK GDPR Privacy Policy

· Right to data portability (where applicable):

a. Outlined in our UK GDPR Privacy Policy

· Right to erasure (where applicable):

a. Outlined in our UK GDPR Privacy Policy

· Rights in relation to automated decision-making and profiling (where applicable):

a. N/A - Heidi does not perform automated decision making or profiling





7. For how long will the personal data be kept?- refer to our Document Storage Retention and Disposal Policy for advice 

Clinicians retain control of all transcripts, notes, and documents generated by Heidi, and thus are in control of the retention period. By default these outputs are set to be retained indefinitely, however, automatic deletion timeframes between 1 and 90 days can be set.

8. Who will have access to the personal data?

As stated above, clinicians retain control over all transcripts, notes, and documents generated by Heidi. Therefore they are in control over who has access to these outputs. The only case in which Heidi personnel will have access to these outputs, is for the purpose of troubleshooting with the explicit consent of the clinician. 

9. Will the personal data be routinely shared with any other service or organisation? – if yes, provide details of data sharing agreement(s) and any other relevant controls.  Advice on data sharing requirements is in the Scottish Information Sharing Toolkit.  

We enter into strict data processing agreements with all third parties involved in the handling of data (e.g our cloud hosting provider for storing transcripts and clinical notes). These agreements are designed to ensure that no user data can be accessed, used, or stored by third parties beyond what is necessary for the specific purpose for which it was shared. We also enforce zero retention policies with all third-party service providers. This means that after the necessary data processing tasks are completed, no data is retained, ensuring that your clients' information cannot be reused or accessed for any other purpose.

To ensure continuous compliance with GDPR, we utilise Vanta, a third-party continuous auditing platform. Unlike traditional point-in-time audits, Vanta provides real-time monitoring and assessment of our compliance frameworks. This approach allows us to maintain an up-to-the-minute understanding of our adherence to GDPR requirements, encompassing policies, processes, and controls. The continuous nature of this monitoring ensures that we remain vigilant and responsive to any changes in compliance requirements, thereby safeguarding patient and clinician data with the highest standards of privacy and security.

10. Will the personal data be processed internally by an internal Data Processor or externally by an external Data Processor e.g. an IT services provider? – [see Guidance Notes for the definition of Data Processor]. Provide details of contractor selection criteria, processing instructions and contract (may be attached separately).

Heidi processes data both internally and through carefully selected external data processors (subprocessors) who provide specific services necessary for our operations. We work with these third-party service providers under strict data processing agreements (DPAs) that ensure data is processed only as instructed and in accordance with our privacy and security requirements. These agreements explicitly stipulate that subprocessors cannot retain data after the necessary processing has occurred and are prohibited from using the data for any secondary purposes. All processors are located in the UK or EEA.

Before engaging with any subprocessor, we conduct comprehensive security reviews through a rigorous vendor assessment process. This includes evaluating their security certifications (such as ISO27001, SOC2, or equivalent standards), reviewing their data protection policies, and assessing their compliance with relevant regulatory requirements including GDPR and healthcare-specific regulations. These vendor assessments are regularly audited and reviewed. 

11. Describe what organisational controls will be in place to support the process and protect the personal data (seek the advice of your Information Security Officer as necessary.)  

		Type of Control – examples 

		Description 



		Information security and related policy(ies)



		Heidi employs stringent privacy and security measures, including TLS v1.2 for secure data transmission and AES-256 for encrypting data at rest, regular audits, real-time security monitoring, and annual penetration testing.



Heidi’s Data Management Policy ensures that information is classified, protected, retained and securely disposed of in accordance with its importance to the organization. Data is classified based on legal requirements, sensitivity, and business criticality, and is protected accordingly. Key data categories include customer data, PII, financial data, and strategic plans, with access restricted to necessary personnel following the principle of least privilege. Confidential data must be encrypted with TLS v1.2 in transit and AES-256 at rest, with strict access controls and documented approvals for non-pre approved roles. Data retention periods are determined by data owners in consultation with legal counsel, and data is securely deleted when no longer needed. An annual review of data retention requirements is conducted, and compliance is measured through reports and audits.



To protect the company’s information, employees, partners, and assets from illegal or damaging actions. Heidi’s Information Security Policy mandates the use of company systems solely for business purposes, emphasizing a collective effort for security by all employees, contractors, and third-party personnel. Key elements include the prohibition of USB devices, stringent remote access and mobile device policies, and adherence to acceptable use standards. Incident reporting, clean desk protocols, and whistleblower protection are integral to the policy. Compliance is enforced through regular audits, with violations subject to disciplinary actions, including termination. 



		Staff training 



		All staff at Heidi are suitably qualified and undergo rigorous ongoing training to ensure they meet our high standards of performance and security awareness. We conduct thorough background checks as required, based on the sensitivity of the role and the data handled. This includes checks on educational qualifications, employment history, and, where necessary, criminal records. This comprehensive vetting and continuous training ensure that our team is not only skilled but also trustworthy and aligned with our security and quality objectives.



		Adverse event reporting and management 



		We have an internal Incident Response Policy and Business Continuity and Disaster Recovery Plan (see attached) that defines and distinguishes between security events (potential impacts) and incidents (actual damages) affecting data security or privacy. All occurrences must be immediately reported to the Compliance Lead or CTO. The policy establishes a tiered severity system (S1-S4) with corresponding response protocols, requiring documentation in the Service Log and root cause analysis for critical incidents. The CTO leads the response effort through structured communication channels and regular meetings, ensuring compliance with regulatory requirements through annual policy reviews and testing.



		Physical access and authorisation controls 



		Role-based access control (RBAC) is a key component of our internal processes, which dictates access levels based on predefined roles within the organisation. This prevents unauthorised access and limits user interactions with sensitive data to those explicitly required for their role.



Heidi’s configuration is regularly reviewed and audited to ensure that permissions are appropriately maintained and that any changes in user roles result in corresponding adjustments to access rights. This thorough approach helps safeguard sensitive data and ensures that the system remains secure and compliant with all relevant regulations.



Additionally, our UK-hosted AWS servers are have a number of physical controls to ensure security, these include:

· Swipe card control to restrict access to authorised personnel

· Physical separation to isolate Heidi data from that of other companies

· CCTV and dedicated security personnel





		Environmental controls 



		Our UK-hosted AWS servers are have a number of environmental controls to ensure safety, these include:

· Fire-suppression systems

· Climate control

· Backup power 



		Information asset management including management of backups and asset disposal 



		We maintain a comprehensive inventory of information assets categorized by type and sensitivity, including intellectual property, customer data, financial data, and HR records. This categorization is facilitated by an Information Asset Management System, which assigns classification levels and ensures that each asset receives appropriate security measures based on its sensitivity and value.



Additionally, we maintain a comprehensive asset return/disposal log to ensure all devices are monitored and can be reconfigured as necessary.



		Business continuity 



		Please see above (Adverse event reporting and management)



		Data Backup



		We perform cross-region backups on AWS according to predefined schedules, these backups are encrypted both in transit (TLS v1.2) and at rest (AES-256). Additionally, we perform quarterly tabletop disaster and recovery exercises to test our recovery process. 



		Add others where applicable 



		







12. Describe what technical controls will be in place to support the process and protect the personal data (seek the advice of your Information Security Officer as necessary).

		Type of Control – examples 

		Description 



		System access levels and user authentication controls 



		Heidi determines the type and level of access granted to individual users based on the "principle of least privilege." This principle states that users are only granted the level of access absolutely required to perform their job functions. Permissions and access rights not expressly granted shall be, by default, prohibited. Heidi’s primary method of assigning and maintaining consistent access controls and access rights shall be through the implementation of Role-Based Access Control (RBAC). Wherever feasible, rights and restrictions shall be allocated to groups. Individual user accounts may be granted additional permissions as needed with approval from the system owner or authorised party. 



		System auditing functionality and procedures



		Heidi Health Trading Pty Ltd maintains comprehensive audit logs to ensure accountability and traceability of all system activities. The logging process includes: 



Types of Logs: 

● Logs are maintained for user access, system changes, data access, and security events.

● Specific logs include authentication attempts, changes to user permissions, and access to sensitive data. 



Retention Periods: 

● Logs are retained for a minimum of one year to comply with regulatory and operational requirements. 

● Critical logs, such as those related to security incidents, are retained for longer periods as needed. 



Log Review Procedures: 

● Logs are reviewed regularly by the compliance and security teams to identify and address any anomalies or potential security threats. 

● Automated tools are used to assist in the analysis and alerting of suspicious activities. 



		Operating system controls such as vulnerability scanning and anti-virus/anti-malware software



		We utilise AWS's built-in security tools such as Amazon GuardDuty, a threat detection service that continuously monitors for malicious activity and unauthorised behaviour to protect our infrastructure. Additionally, we implement endpoint protection on all our virtual machines to detect and block malware, using antivirus and anti-malware software that is regularly updated to respond to new threats.

On top of AWS's capabilities, we conduct regular security assessments and vulnerability scans to identify and mitigate risks, integrating real-time monitoring and automated security updates



		Network security such as firewalls and penetration testing



		Our AWS Virtual Private Cloud (VPC) configuration, along with security groups and network ACLs, ensures that customer-specific data is isolated from other network traffic.



We also use AWS WAF and Network Firewall to provide additional protection against unauthorised access attempts.



Additionally, we perform annual penetration testing with CREST accredited partners



		Encryption of special category personal data



		All special category data is encrypted using TLS v1.2 while in transit, and AES-256 while at rest



		Cyber Essentials compliance(if applicable)



		Yes, please see attached certificate.



		System Security Policy (SSP) and Standard Operating Procedures(SOPs)  (if applicable/ when available)



		SSP has been provided.



		Details of ISO27001/02 accreditation and scope (if applicable) 



		Yes, please see attached certificate.



		Add others where applicable 





		Yes, please see attached SOC2 report.







13. Will personal data be transferred to outside the European Economic Area (EEA) or countries without an European Commission-designated adequate level of protection? – if yes, provide details of the safeguards that will be in place for the transfer(s). 

No personal data will be transferred outside the European Economic Area.

14. Describe who has been consulted in relation to this process – e.g. subject matter experts, service providers, service users. 

Consulting with relevant stakeholders is a critical step in ensuring the successful development and deployment of Heidi and we try to balance innovation with privacy and ethical considerations. Our approach to stakeholder consultation is multifaceted, designed to capture a broad spectrum of insights and concerns including:

Healthcare professionals:

Early and ongoing consultation will take place through surveys, interviews, and focus groups. Initial consultations will aim to understand their expectations, concerns, and suggestions regarding the use of AI in medical documentation. This will occur at the early development phase to guide the project's direction and once again during the pilot phase before full-scale implementation.



Cross functional teams:

Development of Heidi involves a cross-functional team, including product managers, AI developers, engineers, compliance officers, and user experience (UX) designers. Each plays a crucial role in ensuring the project meets its objectives while addressing privacy and ethical considerations.



Consulting experts:

Given the sensitivity of the data involved, consulting with information security experts is essential to assess and mitigate risks related to data breaches, unauthorized access, and data integrity. Their expertise will guide the implementation of robust security measures.

Healthcare IT experts insights will ensure that the AI Medical Scribe system integrates seamlessly with existing healthcare IT ecosystems, including EHR systems, and adheres to industry standards and best practices.





15. In light of what is proposed, indicate what level of risk has been identified in relation to the following data protection principles:

		Principle

		Low/ Green

		Medium/ Amber

		High/ Red



		Personal data is processed in a fair, lawful and transparent manner



		X

		

		



		Personal data is collected for specific, explicit and legitimate purposes



		X

		

		



		Personal data is adequate, relevant and limited to what is necessary



		X

		

		



		Personal data is accurate, and kept up to date





		

X

		

		



		Personal data is kept no longer than necessary





		

X

		

		



		Personal data is processed in a manner that ensures adequate security



		

X
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16. Risks and actions identified [see Guidance Notes for more information].  List all that you have identified and ensure that these integrate properly with our NHS Board’s risk management process:

		Description 

		Likelihood

		Consequence 

		Overall Risk rating (LxC)

		Mitigation/ Actions 

		Residual Risk 

		Risk Owner

		Date



		Significant, or even irreversible, consequences due to Heidi not ensuring that individuals are aware of the use of their personal data which may impact on their data protection rights and freedoms:

· Right to Access, 

· Right to Rectification, 

· Right to Erasure, 

· Right to Restrict Processing, 

· Right to Object to Processing.

Individuals unable to exercise control over their data or causing them significant social or economic damage. 



		Remote

		Moderate

		VLR

		We have a publicly available UKGDPR Privacy policy that outlines individuals rights in regards to their personal data. This policy also outlines how data access, change, and deletion request are made (https://www.heidihealth.com/legal/ukgdpr-compliance-policy), as well as transparent, plain-language information on our safety page (https://www.heidihealth.com/safety), our trust centre (https://trust.heidihealth.com/), and our UK compliance page (https://www.heidihealth.com/compliance/uk).





		VLR

		Yassin Omar

		



		Significant, or even irreversible, consequences due to Heidi enabling illegitimate access to data. Individuals’ personal data provided unlawfully or linked unlawfully or processed unlawfully for other purposes.



		Unlikely

		Major

		MR

		Our data flow diagrams are used to demonstrate our track of data usage across the system, including the AI system usage. We have clearly identified the purpose specification in AI system design documentation. In our publicly available UKGDPR Privacy Policy (https://www.heidihealth.com/legal/ukgdpr-compliance-policy) we outline the purposes of processing personal data.

		LR

		Yassin Omar

		



		Significant, or even irreversible, consequences due to Heidi not ensuring minimum data is collected, shared lawfully or non-adherence to retention requirements.



		Unlikely

		Moderate

		LR

		To address this risk, Heidi has implemented data minimization techniques, including the de-identification of transcripts before storing. In addition, we developed AI models that can perform effectively with minimal data, and implemented automated data relevance assessment tools.

		VLR

		Yassin Omar

		



		Significant, or even irreversible, consequences due to inappropriate decisions being made based on the use of incorrect or misleading data.

		Remote

		Major

		LR

		Educate users about the potential for AI models to occasionally misinterpret speech and make "best guesses" due to the probabilistic nature of AI. Encourage users to perform microphone checks, speak clearly, and review their notes and documents thoroughly before copying them into their EHR or acting on the clinical documentation.

Train clinician users on best practices for using the system, including the process of checking and verifying the accuracy of the clinical documentation produced by the AI.

Provide users with basic troubleshooting tips when errors occur.

Give users training on Heidi templates, best practices and how to avoid errors.



		VLR

		

		



		Significant, or even irreversible, consequences due to Heidi’s non-adherence to storage and retention requirements.

		Remote

		Minor

		VLR

		We allow clinicians to retain control of all Heidi outputs, with the ability to define retention timeframes. 

Additionally, we perform regular vendor security reviews and engage in strict data processing agreements with our third-party vendors which enforce zero-retention and no secondary usage policies to protect our users' data.

		VLR

		Yassin Omar

		



		Significant, or even irreversible, consequences due to Heidi enabling the non-legitimate sharing of information with inappropriate staff or organisations. 

Loss of personal data due lack of appropriate security of the personal data (including cyber-attacks), lack of protection against unauthorised or unlawful processing and against loss, accidental loss, destruction or damage, not using appropriate technical or organisational measures to prevent illegal access to personal/special category personal data.



		Unlikely

		Major

		MR

		We apply stringent data security and privacy controls throughout the development, delivery, and support of Heidi. These controls include data encryption, secure coding practices, access control based on the principle of least privilege, and the implementation of privacy by design principles. Regular security audits and compliance checks ensure adherence to industry standards and regulatory requirements.



Employee access rights are reviewed quarterly, and logs are maintained for all access and changes.



Additionally, we perform regular vendor security reviews and engage in strict data processing agreements with our third-party vendors which enforce zero-retention and no secondary usage policies to protect our users' data.

		LR

		Yassin Omar

		







17. Review and Sign-Off 

		Role 

		Advice/ Action/ Sign-Off 

		Date





		IG/ Data Protection (DPO) Advice 



		Summary of DPO advice:



		



		Information Security Officer Advice (questions 11 and 12) 



		

		



		Others, if necessary e.g. Caldicott Guardian, Senior Information Risk Owner (SIRO) 



		

		



		DPO opinion on whether residual risks need prior notification to the ICO 



		









		



		Information Asset Owner(s) (IAO(s))  Sign Off 

		









		









18. Recommended Review Date:	____________________________________


GUIDANCE NOTES 

Question 2 - Special category personal data 

The special categories of personal data are specified in Article 9 of the General Data Protection Regulation and include data about: 

· racial or ethnic origin

· political opinions

· religious or philosophical beliefs

· trade union membership

· genetic data

· biometric data for the purpose of uniquely identifying a person

· health

· sex life or sexual orientation. 

Personal data relating to criminal convictions and offences should be regarded as having the same special nature as those in the categories listed above.    

Question 3 – Legal condition 

It is illegal to process personal data without meeting adequately a legal condition.    

For personal data which does not relate to any of the special categories (see definition above) the legal basis for the proposed processing must be one or more from the following list. Please note that ‘data subject’ means the person to whom the personal data relates.  

· 6(1)(a) – Consent of the data subject

· 6(1)(b) – Processing is necessary for the performance of a contract with the data subject or to take steps to enter into a contract

· 6(1)(c) – Processing is necessary for compliance with a legal obligation

· 6(1)(d) – Processing is necessary to protect the vital interests of a data subject or another person

· 6(1)(e) – Processing is necessary for the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller

· 6(1)(f ) – Processing is necessary for the purposes of legitimate interests pursued by the controller or a third party, except where such interests are overridden by the interests, rights or freedoms of the data subject.

In many cases condition 6(1)(e) will be the most relevant. 

For personal data which relate to any of the special categories (see definition above) the legal basis for the proposed processing must be one or more from the following list:

· 9(2)(a) – Explicit consent of the data subject, unless reliance on consent is prohibited by EU or Member State law

· 9(2)(b) – Processing is necessary for carrying out obligations under employment, social security or social protection law, or a collective agreement

· 9(2)(c) – Processing is necessary to protect the vital interests of a data subject or another individual where the data subject is physically or legally incapable of giving consent

· 9(2)(d) – Processing carried out by a not-for-profit body with a political, philosophical, religious or trade union aim provided the processing relates only to members or former members (or those who have regular contact with it in connection with those purposes) and provided there is no disclosure to a third party without consent

· 9(2)(e) – Processing relates to personal data manifestly made public by the data subject

· 9(2)(f) – Processing is necessary for the establishment, exercise or defence of legal claims or where courts are acting in their judicial capacity

· 9(2)(g) – Processing is necessary for reasons of substantial public interest on the basis of Union or Member State law which is proportionate to the aim pursued and which contains appropriate safeguards

· 9(2)(h) – Processing is necessary for the purposes of preventative or occupational medicine, for assessing the working capacity of the employee, medical diagnosis, the provision of health or social care or treatment or management of health or social care systems and services on the basis of Union or Member State law or a contract with a health professional

· 9(2)(i) – Processing is necessary for reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health or ensuring high standards of healthcare and of medicinal products or medical devices

· 9(2)(j) – Processing is necessary for archiving purposes in the public interest, or scientific and historical research purposes or statistical purposes in accordance with Article 89(1)

In many cases condition 9(2)(h) will be the most relevant.   

The Information Commissioner’s Office (ICO) advises that public authorities will find using consent as a legal basis difficult.  So if the proposed processing is to use consent as its legal basis you need to indicate why this is necessary and seek the advice of an appropriate IG professional.   

Question 10 – Data Processor 

Article 4 of the General Data Protection Regulation defines a Data Processor as a natural or legal person, public authority, agency or other body which processes personal data on behalf of the Data Controller.  In practice it includes organisations and companies that provide services such as records storage, transport and destruction and IT services, where we ask them to carry out specific tasks using personal data on our behalf.  IT suppliers, even if only accessing data/systems for support issues or bug fixes, are legally defined as a Data Processor.  Data Processors may only be used to process personal information where they have provided sufficient guarantees to implement appropriate technical and organisational measures to comply with the law.  




Question 16 – Risk Assessment 

ASSESSING THE LEVEL (GRADE) OF THE RISK



1. Determine the Likelihood (L) of recurrence for the event using Figure 1 (see below).



When determining the likelihood you should consider: 



· The frequency of any previous occurrences e.g. How many times a data breach was reported due to this type of issue (e.g. lost records or records accessed without authorisation) in the last month ? in the last year? In the last 5 years?

· You may need to check the Information Governance, Data Protection and Information Security incidents reported in your organisation in order to assess the likelihood. 





Figure 1: Likelihood of Recurrence definitions



		Descriptor

		Remote 

		Unlikely

		Possible

		Likely

		Almost Certain



		Likelihood



		Can’t believe this event would happen – will only happen in exceptional circumstances

(5-10 years)

		Not expected to happen, but definite potential exists – unlikely to occur

(2-5 years)

		May occur occasionally, has happened before on occasions – reasonable chance of occurring 

(annually)

		Strong possibility that this could occur – likely to occur

(quarterly)

		This is expected to occur frequently / in most circumstances – more likely to occur than not

(daily / weekly / monthly)









2. Determine the Consequence (C) rating using  Figure 2 (see below)



Look at events that could lead to the consequence, not the consequence itself



e.g. 	Examples of Events:



· Records lost in transit (e.g. paper records sent by post)

· Information recorded inaccurately or not recorded in the record 

· Data not available due to ransom-ware attack

· Data lost due to error in IT systems – no useful backup available.

· Confidential personal data sent by email to wrong addressee  

· Confidential personal data made available to external people due to poor role access definition and testing

· New system or changes in a system went live without appropriate change management (new or changes in data processing started without IG approval)





Examples of Consequences 	



· Only 1 data subject affected but significant or extreme consequences 

e.g. missed vital treatment as a consequence of information not being issued to the patient or health professional leading to death or major permanent incapacity

· very sensitive data being exposed to people who don’t need to know causes extreme distress (could be patient or staff data)

· Large amount of non-sensitive but personal identifiable data lost in the wind when in transit causing organisational embarrassment in the news for a week

· Staff snooping on neighbours medical records 

· Excessive health data shared with social worker (husband under domestic abuse investigation) causing direct threats and stalking. 

· Personal health data shared by a charity with private business for commercial/marketing purposes causing unwanted disturbance.

· Reportable data breach to ICO causing monetary penalty.

· Complaint from patient to ICO results in undertaking for better access to health records.

· 1.6 million patients in Google Deepmind affected by the processing

· Compliance Audit recommended

· DC action required

· Undertaking served

· Advisory Visit recommended

· Improvement Action Plan agreed

· Enforcement Notice pursued

· Criminal Investigation pursued

· Civil Monetary Penalty pursued



When considering the consequences of a data breach in your proposed service/system which consequence should you opt for?



Don’t choose the worst case scenario or the most likely scenario, but opt for the “Reasonably foreseeable, worst case scenario” where if you got a phone call to tell you it had happened, you wouldn’t be surprised.


Figure 2:  Consequence Table

		Descriptor

		Negligible

		Minor

		Moderate

		Major

		Extreme



		Objectives / 

Project



		Barely noticeable reduction in scope / quality / schedule of an eHealth innovation (e.g. new system)



		Minor reduction in scope / quality / schedule



		Reduction in scope or quality, project objectives or schedule

		Significant project over-run



		Inability to meet project objectives, reputation of the organisation seriously damaged

(e.g. Care Data)



		Injury 

(Physical and psychological) to patient / visitor / staff.



e.g. issues with data quality, availability or confidentiality with  physical or psychological consequence for the data subject.

		Adverse event leading to minor injury not requiring first aid



(e.g. data quality issues on instruction to patient re prescription)





		Minor injury or illness, first aid treatment required







		Agency reportable, e.g. Police (violent and aggressive acts)

Significant injury requiring medical treatment and/or counselling. 



e.g. Staff member who attempted suicide,  privacy compromised as A&E shared details beyond “need-to-know”. 



		Major injuries/long term incapacity or disability (loss of limb) requiring medical treatment and/or counselling.

		Incident leading to death or major permanent incapacity



(e.g. health records not released on time for making treatment decision causing death or major injury).



		Patient Experience



e.g. poor access to my records or difficulties to exert data protection rights.

		Reduced quality of patient experience / clinical outcome not directly related to delivery of clinical care





		Unsatisfactory patient experience / clinical outcome directly related to care provision – readily resolvable

		Unsatisfactory patient experience / clinical outcome, short term effects – expect recovery <1wk

		Unsatisfactory patient experience / clinical outcome, long term effects – expect recovery - >1wk

		Unsatisfactory patient experience / clinical outcome, continued ongoing long term effects







		Complaints / Claims

e.g. Complaints due to data protection issues

		Locally resolved verbal complaint







		Justified written complaint peripheral to clinical care

		Below excess claim. Justified complaint involving lack of appropriate care

		Claim above excess level. Multiple justified complaints

		Multiple claims or single major claim



		Service / Business Interruption



e.g. from constant small interruptions of ICT systems to big Business Continuity issues due to cyberattacks or core data centre being down beyond acceptable levels.



		Interruption in a service which does not impact on the delivery of patient care or the ability to continue to provide service



		Short term disruption to service with minor impact on patient care



		Some disruption in service with unacceptable impact on patient care

Temporary loss of ability to provide service

		Sustained loss of service which has serious impact on delivery of patient care resulting in major contingency plans being invoked.

		Permanent loss of core service or facility

Disruption to facility leading to significant “knock on” effect



		Staffing and Competence







e.g. Poor data protection, confidentiality and ICT security training



		Short term low staffing level temporarily reduces service quality (less than 1 day)



Short term low staffing level (>1 day), where there is no disruption to patient care

		Ongoing low staffing level reduces service quality



Minor error due to ineffective training / implementation of training

		Late delivery of key objective / service due to lack of staff. 

Moderate error due to ineffective training / implementation of training

Ongoing problems with staffing levels 

		Uncertain delivery of key objective / service due to lack of staff. 



Major error due to ineffective training / implementation of training

		Non-delivery of key objective / service due to lack of staff. 

Loss of key staff. 

Critical error due to ineffective training / implementation of training 



		Financial

(including damage / loss / fraud)



e.g. derived from compensation rights as per DPA, ICO or NIS fines, ransomware, etc.



		Negligible organisational / personal financial loss

(£<10k)

		Minor organisational / personal financial loss 

(£10k-100k)

		Significant organisational / personal financial loss 

(£100k-250k)

		Major organisational / personal financial loss

(£250 k-1m)

		Severe organisational / personal financial loss

(£>1m)



		Inspection / Audit



e.g. ICO or NIS interventions

		Small number of recommendations which focus on minor quality improvement issues

		Recommendations made which can be addressed by low level of management action.

		Challenging recommendations that can be addressed with appropriate action plan.

		Enforcement action. 



Low rating



Critical report. 

		Prosecution. 



Zero rating



Severely critical report.



		Adverse Publicity / Reputation





e.g. media attentions due to data breaches or cybersecurity  attacks



		Rumours, no media coverage



Little effect on staff morale

		Local media coverage – short term. Some public embarrassment. 

Minor effect on staff morale / public attitudes.

		Local media – long-term adverse publicity. 



Significant effect on staff morale and public perception of the organisation

		National media / adverse publicity, less than 3 days.



Public confidence in the organisation undermined

Use of services affected

		National / International media / adverse publicity, more than 3 days.

MSP / MP concern (Questions in Parliament).

Court Enforcement 

Public Enquiry



		Privacy

		Negligible harm to the individual arising from disclosure of confidential or sensitive information.

		Minor harm to the individual arising from disclosure of confidential or sensitive information.



Uncomfortable situation with no material detrimental effect on the person.



Minor impact on dignity.

		Moderate harm to the individual arising from disclosure of confidential or sensitive information



e.g. damage to personal relationships and social standing arising from disclosure of confidential or sensitive information





		Major harm to the individual arising from disclosure of confidential or sensitive information



e.g. ID theft with potential adverse effect

to the individual for which the person is likely to recover overtime or significant

loss of personal autonomy



detrimental impact on dignity

		Extreme harm to the individual arising from disclosure of confidential or sensitive information



e.g. ID theft with financial loss extreme adverse effect or  



losing a job 

or



Extreme risk to life or health












3.  Use the risk matrix shown in Figure 3 below to determine the risk grading for the risk. L x C =R

Figure 3: Risk Assessment Matrix



		Likelihood

		Consequence



		

		Negligible

		Minor



		Moderate



		Major



		Extreme



		Almost certain

		LR

		MR

		HR

		HR

		HR



		Likely 

		LR

		MR

		MR

		HR

		HR



		Possible

		VLR

		LR

		MR

		MR

		HR



		Unlikely

		VLR

		LR

		LR

		MR

		MR



		Remote

		VLR

		VLR

		VLR

		LR

		LR











In terms of grading risks, the following grades have been assigned within the matrix. 



	Very Low Risk (VLR)



	Low Risk (LR)



	Moderate Risk (MR)



	High Risk (HR)
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SECTION 1:  GENERAL INFORMATION

		DPIA Question

		DPIA Response



		1A.  DPIA Contact  Details: 
Please list all parties involved in the DPIA and the lead contact for each organisation

		

		Name

		Role

		Organisation / Depart

		Email

		Tel. No



		

		

		

		

		



		

		

		

		

		



		

		

		

		

		



		

		

		

		

		









		1B.  Initiative / System / Process Name:

		Enter Name: PRJ0025199 - Installation of Heidi AI across our practice sites



		1C. Date System / Initiative is due to go live / commence?



		Enter Date: To be confirmed.



		1D.  Please state the key partnerships involved in this initiative:

Please note if this is a joint initiative, please state from each organisation

		

		ACCOUNTABILITY PERSONNEL

		Name and Title

		Organisation and Department

		Contact Details



		Data Controller(s) – who determines the way data is processed?





		

		

		



		Data Processor(s) – do they process data on behalf of data controller  (please note this is not the system supplier)





		Yassin Omar - Data Protection Officer

		Heidi Health

		yassin@heidihealth.com



		Information Asset Owners (IAO’s) 





		Ocha Cakramurti - DevSecOps Engineer

		Heidi Health

		

ocha@heidihealth.com





		Information Asset Administrators (IAA’s)



		Ocha Cakramurti - DevSecOps Engineer

		Heidi Health

		

ocha@heidihealth.com











		1E.  Project Proposal Aims / Purpose for completing DPIA:

		Description, purpose and benefits (please embed / attach any Service Specifications / Business Cases, previous versions of DPIA or other relevant documentation to which this DPIA relates):



The objective of this trial is to assess benefits / disbenefits of the solution and conclude / realise benefits associated with using Heidi Health. 



A full DPIA needs to be completed as Heidi processes and transcribes clinical conversations, capturing details like different speakers, medical terminology, and symptomatology. From this, a clinical note is generated. The clinician can also generate clinical documents, such as referral letters and patient explainer documents. These documents will follow templates already defined by Heidi, or the clinician can create their own template. 



This system is designed to alleviate the administrative burden on healthcare professionals, allowing them to focus more on patient care rather than paperwork. The Heidi Scribe will leverage natural language processing (NLP), speech recognition technology, and machine learning algorithms to understand and interpret complex medical dialogue, identify key health information, and categorise data into the appropriate sections of an EHR. 



The need for a DPIA was identified due to the sensitive nature of the data involved and the potential risks to patient privacy. Medical conversations contain highly confidential information, and the processing of this data through AI technologies can raise privacy and security concerns. The DPIA is necessary to evaluate these risks, ensure compliance with data protection laws and implement appropriate safeguards to protect patient information.





		

		Where and who is this project aimed?  I.e. Demographic / cohort or Borough(s) or GM Wide



This DPIA is for The Reddish Family Practices to trial Heidi Health for a set duration. 





		

		What is the frequency of the transfer / access?



☒  Adhoc

☐  Real time

☐  Daily

☐  Weekly

☐  Monthly

☐  A one of transfer





		1F.  Is this initiative in line with achieving national or local guidance / strategy or mandate?

		☒  Yes  

☐  No

If yes, please provide details below:



Based on the NHS planning guidance for 2024/25, Heidi aligns well with several key priorities. The guidance emphasises improving productivity and operational effectiveness while focusing on staff experience and retention. Heidi could support these goals by reducing administrative burden on healthcare workers, allowing them to spend more time on direct patient care. This aligns with the guidance's focus on "reducing delays and unnecessary processes" and implementing "more productive and flexible working practices." Additionally, Heidi fits within the NHS's broader digital maturity objectives. The technology could particularly support the primary-secondary care interface improvement initiative by streamlining clinical documentation and communication between care settings.



Enter Links to any wider initiative below:



https://www.nhsconfed.org/publications/202425-nhs-priorities-and-operational-planning-guidance



		1G.  Information Technology / System Supplier

Involvement

































		Please list applicable information technology kit / systems / software for this initiative to take place (please list current and / or new):

		System Name or IT Kit

		Used by (state organisation)

		System Supplier Details (System Name and Contact Details):



		Heidi

		

		Heidi AI Scribe - support@heidihealth.com



		

		

		



		

		

		



		

		

		









		Confirmation of IT Provide Involvement / IT Leads Support



		Name:

		Organisation:

		Confirm (Yes / No) if aware / involved regarding this initiative.  If No, please seek input prior to submitting this DPIA



		

		

		



		

		

		



		

		

		



		

		

		







Code of Connection

If applicable please complete the Code of Connection check sheet, to check the device, software or system under evaluation has met the requirements to be granted access to the NHS GM IT network.  Please see assessment below:



Please contact IG team for Code of Connection Assessment form.







Please confirm below whether the Code of Connection Form below has been submitted to NHS GM IT?



☐  Yes      Date approved: …………………

☐  No

☐  N/A





















































SECTION 2: SCREENING QUESTIONS

The screening questions below highlight key areas which have the potential to cause privacy risks.  Answers to these questions will highlight any particular privacy risks / issues that can assist you to populate risk assessments.



		Potential Privacy Risk

		Yes

		No

		Unsure

		

Comments





		a)

		Will the initiative involve any profiling / risk stratification of individuals?



		☐

		☒

		☐

		N/A



		b)

		Does the new system / process / initiative rely on automated processing without human intervention to make a decision?



		☐

		☒

		☐

		N/A



		c)

		Does the new system / process / initiative involve large scale processing of special categories of data (such as health and genetic data)?



		☐

		☒

		☐

		N/A



		d)

		Does the processing involve systematic monitoring of a public area on a large scale (e.g. CCTV)?



		☐

		☒

		☐

		N/A



		e)

		Is the information about individuals likely to raise privacy concerns or expectations e.g. using health records, criminal records or other information people would consider particularly private?



		☒

		☐

		☐

		Heidi records and transcribes clinical encounters, this is to say that Heidi captures any information that may be discussed during the duration of a consultation which may be considered private information. This may include, but is not limited to, name, address, gender, medical history, disability, and family history. 



		f)

		Will the initiative involve the collection of information about individuals?



		☒

		☐

		☐

		Yes, Heidi collects individual patient information through the process of recording and transcribing consultations. However, we employ de-identification techniques to ensure that no personally identifiable information is stored. 



		g)

		Are you using information about individuals for a purpose it is not currently used for, or in a way it is not currently used?



		☐

		☒

		☐

		N/A



		h)

		Will the initiative require you to contact individuals in ways which they may find intrusive?



		☐

		☒

		☐

		N/A



		i)

		Will the information about individuals be disclosed to organisations or people who have not previously had routine access to the information?



		☒

		☐

		☐

		In the provisioning of our service, we engage with a number of third parties involved in the processing of data. We enter into strict data processing agreements, in which we enforce zero-retention policies to ensure that data is not retained after the necessary processing has occurred, and no secondary usage policies to ensure that no data is used for secondary purposes, such as training AI models.



		j)

		Does the initiative involve you using new technology which might be perceived as being intrusive? e.g. biometrics or facial recognition



		☐

		☒

		☐

		N/A



		k)

		Will the initiative result in you making decisions or taking action against individuals in ways which can have a significant impact on them?



		☐

		☒

		☐

		N/A



		l)

		Will the initiative compel individuals to provide information about themselves?



		☐

		☒

		☐

		N/A







If you have answered yes to any of the questions above, please continue to complete the DPIA in full.  This must be presented with the completed DPIA to the DPO and approving committee / group.



If you have answered NO to ALL questions above, please send to your IG lead for confirmation/approval that this full assessment doesn’t need to be completed.




















SECTION 3: DATA ITEMS Please tick the boxes regarding the data items you will be processing for this initiative, system, project.



		3A.  Personal Details

Information that identifies the individual and their personal characteristics

☒  Forename(s)

☒  Surname

☒  Address

☒  Postcode

☒  Date of Birth

☒  Age

☒  Gender

☒  Physical Description

☒  Home Tel Number

☒  Mobile Tel Number

☒  Other Contact No.

☒  Email Address

☒  GP Details

☐ Legal Representative (Next of Kin)

☐  NHS Number

☐  NI Number

☐  Photographs/Pictures

☐  Genetic/Biometric☐  Other, list below:



Note: It is important to note that Heidi will only process the above data items if they are verbalised during a consultation or clinical encounter this is being captured by Heidi.



		3B.  Physical or Mental Health or condition

☒  Yes

☐  No

☐  Not applicable
List any data items below:







		3C.  Family lifestyle & social circumstances

Information relating to the family of the individual and their social circumstances 
☒  Marital / partnership status

☒  Carer / relatives

☒  Children / Dependents

☒  Social status e.g. housing

☐  Not applicable

List other data items below:







		3D.  Financial Details

☐  Income

☐  Salary

☐  Benefits

☒  Not applicable

☐  Other, please list below:

		3E.  Offences including alleged offences

Information relating to any offences committed or alleged to have been committed by the individual 
☐  Yes

☐  No

☒  Not applicable

List any data items below:





		

		3F.  Sexual Identity and life

☒  Yes

☐  No

☐  Not applicable

List any data items below:





		3G.  Education & Training
☐  Education / Training

☐  Qualifications

☐  Professional Training

☒  Not applicable

☐  Other, please list below:





		3H.  Religious of other beliefs of a similar nature
☐  Yes

☐  No

☒  Not applicable

List any data items below:



		3I.  Criminal Proceedings, outcomes and sentences

☐  Yes

☐  No

☒  Not applicable

List any data items below:



		

		3J.  Trade Union Membership

☐  Yes

☐  No

☒  Not applicable

List any data items below:

		3K.  Employment Details

☐  Employment Status

☐  Career Details

☒  Not applicable

☐  Other, please list below:

		3L. Political opinions

☐  Yes

☐  No

☒  Not Applicable

List any data items below:

		You must confirm that the data items you have ticked above are relevant and necessary for this initiative and there is a justified reason for their use.  Tick the box below to confirm this:
☒  Confirm













SECTION 4: PROCESSING ACTIVITY DETAILS



Is the data for the initiative / within the system going to be used to deliver Direct Care?


The definition of direct care is:

A clinical, social or public health activity concerned with the prevention, investigation and treatment of illness and the alleviation of suffering of individuals.  It includes:-

· supporting individuals’ ability to function and improve their participation in life and society

· the assurance of safe and high quality care and treatment through local audit, 

· the management of untoward or adverse incidents

· person satisfaction including measurement of outcomes undertaken by one or more registered and regulated health or social care professionals and their team with whom the individual has a legitimate relationship for their care



☒  Yes, please go to question 2  

☐  No, please go to question 3



		DPIA Question

		DPIA Response



		2. Please confirm the legal basis for processing for direct care 

		I confirm that this initiative is for the provision of direct care and confirm the legal basis for processing under Article 6 and 9 of the UK GDPR and the Data Protection Act 2018 (Sch 1, Part 1) is as follows:



☒  Art 6 (1) (e)’…necessary for the performance of a task carried out in the public interest or in the exercise of official authority…’

And,

DPA 2018 - Sch1,Part 1-Health or Social Care   



☐ Article 9(2)(b) – …social protection law



☐  Art 9 (2)(g)…substantial public interest on the basis of Union or Member State Law which is proportionate to the aim pursued.…



☒  Art 9 (2) (h)’…medical diagnosis, the provision of health and social care or treatment or the management of health or social care systems…’



☐  Art 9 (2)(i)’…substantial public interest in the area of public health, such as protection against serious cross border threats to health or ensuring high standards of healthcare and of medicinal products or medical services…

And,

DPA 2018 - Sch1,Part 1-Health or Social Care



In some cases, explicit consent can be obtained for processing for direct care, please state if you will be obtaining explicit consent for the processing for direct care at all?



☐  Yes  explicit consent will be obtained for direct care as per UK GDPR Article 6 (1)(a) – Consent and Article 9 (2)(a) - Explicit Consent

☒  No

*This is not to be confused with section 4 (Q5) below



		3a.   Is the data for the initiative / within the system going to be used to deliver Secondary Use/NON Direct Care purposes?













3b.   What is the legal basis that permits you to carry this out for Secondary Use Purposes or not for Direct Care?









3c. Please confirm the legal basis under Art 6 (for personal data) and 9 (for special categories of data) under UK GDPR for processing for Secondary Use Purposes or NOT for Direct Care



		☒  No – go to Q4

☐  Yes, please state the indirect care reason and legal basis below:



☐ Commissioning

☐ Monitoring Health and Social Care

☐ Public Health

☐ Research

☐ Other, please specify below

Click here to enter text. 





☐ Explicit Consent

☐ Section 251 of the NHS Act 2006

☐ The Health and Social Care Act 2015

☐ The Care Act 2014

☐ Not applicable

☐ Other Legal Gateway, please state below:

Click here to enter text. 







		Article 6 lawful basis for processing

		Article 9 – lawful basis for processing special categories of data



		☐ Article 6 (1)(a) - Consent

		☐ Article 9(2)(a) - Explicit Consent



		☐ Article 6 (1)(b) - Contractual Necessity

		☐ Article 9(2)(b) – Employment, social protection law



		☐ Article 6(1)(c) - Compliance with legal obligations

		☐ Article 9(2)(c) - Vital Interests



		☐ Article 6(1)(d) - Vital Interests

		☐ Article 9(2)(d) - Charity or not for profit bodies



		☐ Article 6(1)(e) - Public interest or in exercise of official authority

		☐ Article 9(2)(e) - Manifestly made public by data subject



		☐Article 6(1)(f) - Legitimate Interests

		☐ Article 9(2)(f ) - Legal Claims



		☐Not Applicable

		☐ Article 9(2)(g) - Substantial public interest



		

		☐ Article 9(2)(h) - Health and Social Care treatment or management of health and social care systems



		

		☐ Article 9(2)(i) - Public Health



		

		☐ Article 9(2)(j) - Historical, statistical or scientific purposes



		

		☐Not Applicable





	



		4.   Human Rights Act 1998 – Is there any interference with Article 8 of the HRA 1998?

		☐  Yes, please state why is it necessary and proportionate to do so

For the following reason (if applicable)



Choose an item.



☒  No

☐  Don’t know – require guidance



		5.  Common Law duty of confidentiality compliance



		Please tick the aspect of common law of confidentiality you are adhering to for this initiative (please note the common law duty of confidentiality is not absolute):



☒  Consent whether explicit or implied (implied meaning that the individual knows or would reasonably expect the proposed use of disclosure and has not objected)



☐  authorised or required by law, for example, under statute, common law or legal proceedings



☐  Overriding public interest, for example, where a patient is contagious or the public is at risk, such that there is public interest in disclosure that overrides maintaining confidentiality





		6.  Caldicott Principles compliance

https://www.gov.uk/government/publications/the-caldicott-principles

		Please tick to confirm that this initiative complies with the 8 Caldicott principles 

☒  Complies

☐  Does not comply

☐  Don’t know – require further guidance





		7.  Criminal Convictions & Offences Data – please state if you intend to process this data for this initiative / project / within a system?

		☐ Yes

☒ No



Please note this data is not covered by the GDRP. The DPA 2018 makes further provisions for processing this date when organisations are processing this other than law enforcement agencies.





		8.  What are the arrangements for individual’s to object to their information being processed, right to erasure and the right to data portability, right to be informed, right to rectification and right to restrict processing?



		Please state arrangements for objections, and provide supporting documentation i.e., Policy / Procedure / Process (if applicable) if the purpose is for direct care please provide details below:

 

Individuals are free to opt-out and can withdraw consent for their data to be processed by Heidi at any time. Additionally, our UKGDPR Privacy Policy (accessible here - https://www.heidihealth.com/legal/ukgdpr-compliance-policy) outlines the individuals rights for the following:

· Data portability

· To be informed

· To rectification

· To restrict processing 



OR



Please state below what the arrangements are to opt out of the initiative, and provide supporting documentation i.e., Policy / Procedure / Process (if applicable) for indirect care once they have been provided with appropriate communication about it?







		9.  Please state how the public / patients / staff have or will be informed of the initiative? For example, fair processing /privacy notices / consultation



		☐Consultation

☒ Privacy Notice

☒ Other Information, please specify below:



As specified above, our publicly available UKGDPR Privacy Policy is accessible here - https://www.heidihealth.com/legal/ukgdpr-compliance-policy

Additionally, we provide patient explainer documents (see attached - ‘UK-patient-explainer-print’) which clinicians can provide to their patients to ensure informed consent can be obtained.



Please include copies of leaflets / notices and information regarding the consultation process and events:



		10.  Will the information you are collecting be used for other purposes than those indicated in this DPIA in the future?



		☐ Yes

If yes, please state legal basis for processing this in future below:





☒ No

☐ Don’t know





		11.  Will there be data quality checks implemented to ensure the data is of good enough quality?



		☒ Yes – please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)  

☐ No

☐ Don’t know



Heidi has employed a stringent validation process of our models involving rigorous quality assurance processes on all outputs, including clinical validation by our internal healthcare professionals, technical accuracy assessments, and real-world testing to ensure Heidi meets the high standards required by our users. We also implement continuous monitoring and updates post-deployment to guarantee our model remains as accurate and bias free as possible.



Additionally, to ensure the clinician is always kept in the loop, we use in-product reminders for clinicians to check all outputs for completeness, relevance, and accuracy.





		12. How are you ensuring that personal data from individuals / other organisations is accurate and up to date?



		☒ Manual data quality checks in place

☐ Integration engine checks

☐ Other, please state below:





		13. How long will the data be retained for in this initiative / project / system?



		Please state number of months / years below:



See below.



		14.  How has this retention period been decided?

		☐ As per the Records Management NHS Code of Practice

☐ Legal Statute, please state:

Click here to enter text. 

☒ Locally agreed decision 

☒ Other, please state below:



The data from the Heidi Health system will be transferred to the patient’s electronic health record within an internally agreed upon time (1 or 3 days) and then permanently deleted from the Heidi Health system.





		15. How will the data be securely destroyed / archived once it is no longer required

		☒ Securely destroyed following local policies and national guidance.  Please provide details below:

Heidi Health conducts the secure destruction of data that is no longer required using industry-standard methods such as cryptographic wiping adhering to guidelines from the NIST and other relevant standards. 





☐ Archived in secure environment.  Please state reasons for archive and where the data will be stored below:

Click here to enter text.





		16.  Are there Subject Access Request Procedures for individual’s to request access to the information held?



		☒ Yes - please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)  

SAR Policy for Heidi Health is here- https://heidihealth.com/legal/ukgdpr-compliance-policy . However as mentioned earlier the plan is for all patient and user data to be transferred off their system so none of our data will remain on their servers.



☐ No

☐ Don’t know





		17.  If obtaining explicit consent, are their procedures in place to deal with individual’s right for withdrawal of consent, right to erasure and the right to data portability?



		☒ Yes - please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)

☐ No

☐ Don’t know



If yes, please specify policy / procedure name:

Heidi Health has provided comprehensive procedures to manage the rights of individuals concerning their personal data, in line with regulatory requirements. Prior to all appointments, patients are explicitly consented, during which they are informed about the use of Heidi Health’s product and the handling of their data, including details on data deletion and non-sharing policies. If a patient chooses not to consent to the use of the product, Heidi Health accommodates this by offering an alternative standard dictation mode that clinicians can use post-consultation without the patient.

In the event that a patient wishes to withdraw their consent at any point, Heidi Health has implemented straightforward mechanisms that allow patients to do so at any subsequent appointment. Upon withdrawal of consent, all rights such as the right to erasure and data portability are promptly honored if applicable (as mentioned the plan is for no data to remain on Heidi Health). 







		18. Marketing:
Will the asset / system send marketing messages by electronic means?

If yes, please state what you are intending to send for marketing purposes:


Have individuals been informed of the marketing and the option to opt in?







		☐ Yes

☒ No

☐ Don’t know



Click here to enter text.







☐ Yes

☐ No

☐ Don’t know



		19. Automated Decision Making:

Is automated decision making to be used within the asset / system?



If yes, please describe this process and reason for it and if there is any human intervention involved in decision making.

		☐ Yes - please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)





☒ No

☐ Don’t know



Click here to enter text.
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SECTION 5: DATA FLOW MAPPING



Data Flow Mapping Table - Each flow of data for the initiative must be identified and documented to ensure this is securely undertaken and in accordance with UK GDPR and DPA 2018. Please complete the table below:



		Flow

		Processed by or transferred from:

		Processed by or going to:

		Method of transfer 

		Security controls

		Where will the data be stored following transfer



		GP Referral Letter



		GP Practice 

		NHS Trusts, Private Healthcare Supplier

		e.g. secure email (NHSnet)



Post

		Encrypted email



Limited as sent via Royal Mail

		Saved in secure network folder

Patients paper casenotes



		Clinician obtains consent to record consult, which is then live-transcribed



		Transferred from Clinician device to Heidi

		Processed by Heidi

		Secure data transfer via APIs

		In transit - TLS v1.2 Encryption



At rest - AES-256

		Audio recording not stored, transcript stored securely on UK-hosted AWS servers



		Processing transcript through de-identification models



		

		Processed by Heidi

		Secure data transfer via APIs

		In transit - TLS v1.2 Encryption



At rest - AES-256

		Stored securely on UK-hosted AWS servers



		De-identified transcript processed to generate clinical notes and documents



		

		Processed by Heidi

		Secure data transfer via APIs

		In transit - TLS v1.2 Encryption



At rest - AES-256

		Stored securely on UK-hosted AWS servers



		Clinician may use clinical notes and documents to update their EMR/generate referrals etc



		

		Transferred out of Heidi

		Copy/Paste

		N/A

		Clinician-specific EMR system
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Section 5: Data Flow Mapping continued…

		DPIA Question

		DPIA Response

		Comments



		1. Will information be sent outside of the UK

		☒  Yes, please go to question 2.

☐  No, please go to question 4



		



		2.  Will information be sent outside the UK but within the European Economic Area (EEA)?

		☒  Yes, please go to question 4

☐  No, please go to question 3







		



		3. Will information be sent outside of the the EEA?

		☐  Yes



Please name the  country or state (if in the USA) where the data will be transferred to and the data security and protection arrangements in place:



Country/State:   Click here to enter text.



Security Arrangements:   Click here to enter text.



		



		4. Is there an Information Sharing Agreement in place between the relevant parties that covers the processing agreements?

		☒  Yes, please specify below and provide a copy:

☒  Data Processing Contract

☐  Service Level Agreement

☐  Memorandum of Understanding



☐  No – Please explain why below:

Click here to enter text.

		Please see attached ‘Heidi Data Processing Agreement UK’









































SECTION 6: ORGANISATIONAL, TECHNICAL AND SECURITY MEASURES

		DPIA Question

		DPIA Response

		Comments



		 Data Protection Registration Fee – have all the controller / processors & suppliers involved in the initiative paid their data protection annual fee?

		☒  Yes, please state Name and ICO Registration Number below:

☐  No



Heidi Health ZB671518

		



		Accreditation

Have all the parties completed an approved accreditation process in order to support compliance with the DPA 2018, UK GDPR, National Data Standards (Caldicott) and other national standards such as Cyber Essentials+, ISO 27001, Data Security and Protection Toolkit? 



		

		PARTNER NAME

		ACCREDITATION SCHEME COMPLETED & SCORE

		AUDITED & OUTCOME



		Heidi Health

		ISO27001

		Passed



		Heidi Health

		SOC2 Type 2

		Passed



		Heidi Health

		Cyber Essentials

		Passed



		Heidi Health

		DSPT

		Standards Met











		



		Training
Is data security and protection  training provided for all partners and are all staff compliant as per the IG Training Needs Analysis?

Please also detail specific training required for the system?

		Heidi Personnel Training:

All staff undergo regular mandatory training in security awareness, software hygiene and GDPR. Additionally, our technical teams undergo secure code training. Training completion is tracked by Vanta, our real-time compliance monitoring platform, to ensure compliance and awareness.


Training Provided by Heidi:

Heidi’s onboarding team will provide extensive training materials, semi-regular check-ins, and template support. We provide priority 24/7 technical support via the Intercom widget in-app. Additionally, our Intercom help centre is being continuously improved to include additional explainers and training resources. 

		



		Incident Reporting

Do all partners have appropriate measures in place to report data security and protection incidents / breaches and 

share lessons learned?

		☒  Yes -  please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)

☐  No

☐  Don’t know





We have a detailed Incident Response plan that outlines the responsibilities of our security, compliance, engineering and management teams. This is reviewed quarterly and disseminated across the company and acceptance of the plan and policy tracked to ensure all relevant staff are aware of their responsibilities. Please see attached ‘Heidi Health - Incident Response Plan’ for more details.



		



		

		Policies and Procedures





Do all partners have Data Security and Protection policies and procedures in place

		



☒  Yes -  please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)

☐  No

☐  Don’t know



We apply stringent data security and privacy controls throughout the development, delivery, and support of Heidi. These controls include data encryption, secure coding practices, and the implementation of privacy by design principles. Regular security audits and compliance checks ensure adherence to industry standards and regulatory requirements. Please see the following documents for more details:

· Heidi Health - Cryptography Policy

· Heidi Health - Access Control Policy

· Heidi Health - Secure Development Policy

· Heidi Health - Data Management Policy

		



		





		Contracts

Are contracts (if required) in place with data processors and compliant with UK GDPR / DPA 2018? 





Are any sub-contractors used for this initiative

		



☒  Yes

☐  No

☐  Don’t know



If contracts are used (e.g. between GP and system supplier) please state the partners of the contract below:





Has the NHS England Standard Contract for Goods and Services been used for this?

☐  Yes ☐  No





☒  Yes -  Please document them in their role in the processing:



☐  No

☐  Don’t know

Our list of sub-processors can be found in the attached ‘Heidi Data Processing Agreement UK’. A copy of this information is provided below:



[image: A white and orange table with black text

Description automatically generated with medium confidence]

		



		

		Access Control and Rights 
for systems





What are the access rights and roles for the data and who are they assigned too. How will access be controlled and monitored

		



Access Level	Role Assignment
Users	Individual Users of the Heidi Scribe platform
Staff	Internal Heidi staff with administrator privileges who can assist with technical troubleshooting






Access controls and monitoring process:  please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)



Please see attached ‘Heidi Health - Access Control Policy’

		



		Auditing



Is there an audit trail for the system?

Please can you describe briefly how the audit trail works?

		☒  Yes 

☐  No

☐  Don’t know



Privilege use and unauthorised access attempts are monitored through a comprehensive audit trail. Heidi logs all access and actions taken by users, including the date, time, and details of the transaction. Alerts are configured to notify administrators of any unauthorised access attempts or unusual activity patterns, facilitating rapid response to potential security incidents

		



		Storage of Data



Where will the data used for this initiative be stored/accessed?





Security at Rest









Security in Transit











Cloud security

Does this initiative involve cloud computing









		☐   Within a paper based system stored securely

☒   Within a system  / application stored on secure network

☐   Within a database / spreadsheet stored securely on network

☐   Other, please state below





Are appropriate technical processes in place to protect the data from threats? -  please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)



We employ a comprehensive, multi-layered security strategy to prevent data breaches and unauthorised access. Key features include:

· Encryption: All data at rest is secured using AES-256 encryption, and data in transit is secured using TLS v1.2 to ensure its confidentiality. 

· Access control: Access to sensitive data is strictly controlled. We use robust authentication and authorization mechanisms to ensure that only authorised personnel can access patient information for the purpose of troubleshooting with explicit consent.

· Regular Audits and Compliance: Our systems are regularly audited for vulnerabilities and compliance with data security frameworks, such as ISO27001:2022 and SOC2, to ensure ongoing protection and adherence to industry standards.

· Continuous Monitoring: We employ state-of-the-art monitoring tools to detect and respond to potential security threats in real time.​



When data is transferred from one system to another, are appropriate security processes in place to protect the data from threats?

☒  Yes 

☐  No



Does this initiative involve cloud computing

☒  Yes 

☐  No



Is the processing compliant with the National Cyber Security (NCSA) cloud security principles

☒  Yes 

☐  No

		



		Digital Technology Assessment Criteria.



Has a DTAC Assessment been completed?

		☒   Yes

☐   No

☐   In Progress

☐   N/A

		Please see attached



		Fraud and Cyber Crime

Is the system susceptible to fraud?

		☐   Yes- if yes, please state additional security measures that are in place



☐   No

☒   N/A



The focus is primarily on financial fraud, but may not be limited to that,  for example there are identity or staff systems which could be used for identity theft or telephone fraud.  Organisations should consider enhancing the security controls and monitoring of areas where large financial transactions occur - such as ensuring those responsible for authoring payments have Multi Factor Authentication (MFA) on their accounts

		



		Back Up

		Applicable for IT systems only: Are there secure and reliable back up processes in place for the data stored on the system?

 





If yes, please briefly describe what these are

		☒   Yes- please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)



☐   No

☐   N/A





please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)

We perform cross-region backups on AWS according to predefined schedules, these backups are encrypted both in transit (TLS v1.2) and at rest (AES-256). Additionally, we perform quarterly tabletop disaster and recovery exercises to test our recovery process. 

		



		Business Continuity

Do you have a Business Continuity Plan in place if the system and / or process fail or is unavailable for any reason?



Uf yes, briefly describe what the BCP will be:

		☒   Yes- please provide supporting documentation i.e. Policy / Procedure / Process (if applicable)



☐   No

☐   N/A



We have established a business continuity and disaster recovery plan (see attached - ‘Heidi Health - Business Continuity and Disaster Recovery Plan’) that includes routine data backups and rapid restoration capabilities, which are regularly tested to ensure effectiveness. Continuous monitoring systems are in place to proactively detect and resolve issues, supported by alert protocols that enable our technical team to address potential problems swiftly, thereby maintaining consistent service availability for our users





		see attached













































SECTION 7: RISK ASSESSMENTS

	

Risks identified by completing this DPIA can be summarised in the table below and / or you can use your own risk assessment processes.  Any risks that are likely to result in high risk to the rights and freedoms of individuals, in particular, automated processing, large scale processing of special categories of data (health) and systematic monitoring of a public area on a large scale must be documented with the DPO opinion sought and consultation with the ICO.

20



SECTION 8: APPROVAL AND SIGN OFF
The Data Privacy Impact Assessment must be approved and signed off by the relevant personnel, for example your Information Governance Group / DPO / Caldicott Guardian / SIRO. The DPO advice must be sought and also where there are high risks involved, the ICO must be consulted.



		DPIA Approval Status









Approval Signatures:











Date: 

		☐  Approved – no actions required

☐  Approved with action plan (please complete table below)

☐  Declined – please state reason below:



SIRO (applicable)        ………………………………………………………



Caldicott Guaridan  (if applicable)    ………………………………………



DPOs (if applicable) ………………………………………………………….



☐  Are the data flows incorporated on the Data Flow Mapping Register or within the ISG

☐  Are the assets logged on the Information Asset Register or within the ISG

☐ Are information sharing arrangements documented in either an Information Sharing Agreement, ISG or planned as part of DPIA Actions





		Item

		Name / Date

		Notes



		Residual Risks and Actions Approved by:



		

		



		DPO Advice Provided:





		

		



		Summary of DPO Advice:

Click here to enter text.





		DPO Advice accepted or overruled by:

		





		



		ICO Advice Sought:





		

		



		Summary of ICO Advice (if applicable)

Click here to enter text.





		Public Consultation Comments:



		Click here to enter text.



		



		DPIA will be kept under review by:

		


		



		Date of next review:

This will change dependent  upon the project.
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ICO - AI and Data Protection Risk Toolkit

User Guide

The risks and benefits to individuals that arise from personal data processing using artificial intelligence (AI) are heavily context-dependant, and vary significantly across the diverse range of sectors, technologies and organisation types covered by data protection legislation. This toolkit will help you understand some of the AI-specific risks to individual rights and freedoms and provides practical steps to mitigate, reduce or manage them. 

Developing AI is generally an iterative process. We have divided the risks and controls by high-level lifecycle stages to help as a guide to what risks and controls you should be considering at each stage. Depending on your own context, not all lifecycle stages may be applicable. For example, you may not have deployed your AI system yet, so the 'deploying and monitoring' lifecycle stage may not be applicable. However, despite splitting the toolkit into stages, you should always ensure your processing is compliant with data protection legislation as a whole. The toolkit can also be divided by risk area. So, for example, if you are struggling to think of how to mitigate risks associated with data minimisation, then you can filter the risk area column to only include information related to data minimisation.

You can use this tool as a way to assess the risks to fundamental rights and freedoms of individuals. By undertaking the practical steps suggested in line with what is expected under the legislation, these risks to fundamental rights and freedoms are reduced and compliance with data protection law becomes more likely. Documenting your assessment of the risk and the steps you take to mitigate them can help you demonstrate compliance with the legislation. We have provided additional cells to illustrate how you could carry out an evaluation.

When scoring risks, we have provided four options, 'high', 'medium', 'low' and 'non-applicable'. The assessment of risks will vary depending on the context, so you should undertake your own assessments of the risks identified. 

Using the toolkit is entirely optional and you will not be penalised by the ICO for not using it. Although this toolkit can complement data protection impact assessments (DPIA) that you are legally required to conduct where processing is likely to result in high risk to individuals, it is not designed to replace them.

Please note that this tool is not designed to be 'one size fits all' and each risk should be assessed in the context in which you are developing and deploying AI. There may also be additional risks that apply to your context that are not included in this toolkit.




Risk Toolkit

		AI Lifecycle Stage		ID		Risk area

UK GDPR Reference		Data Protection Risk Statement		Risk Assessment Summary		Inherent Risk Rating		Control		Control Objective		Practical steps to reduce the risk		Further ICO Guidance		Practical Steps Your Organisation Will Take		Control Owner		Current status		Completion date		Residual Risk Rating (following action)

		Business requirements and design		1.1		Accountability

Articles 5(2), 35 and 36 and Recitals 74-77, 84, 89-92, 94 and 95. 		The misidentification of risks to individual rights and freedoms caused by not carrying out a risk assessment. As a consequence, an organisation cannot put in place appropriate technical and organisational measures to prevent harms occurring to individuals.		Possible causes include lack of thorough risk assessment processes; Insufficient expertise in identifying AI-related risks; Inadequate understanding of data protection regulations; Time or resource constraints leading to rushed or incomplete assessments. The severity is high due to the potential for significant harm to individuals if risks are not properly identified and mitigated. The likelihood is somewhat likely because while processes may be in place, the complexity of AI systems and evolving regulations make some degree of misidentification possible.		Medium		Conduct a data protection impact assessment (DPIA)		To identify risks and implement appropriate technical and organisational measures to reduce them.		You must do a DPIA for any data processing that is likely to result in high risk to individuals.
		What are the accountability and governance implications of AI? | ICO		Heidi has developed a comprehensive DPIA that addresses all required components, including the purpose and scope of data processing, detailed data flow mapping, risk assessments for potential privacy issues, and the mitigation measures in place to address those risks		Yassin Omar		Complete		3 May 2024		Low

												Low						You must, where appropriate, consult with individuals who are likely to be affected by your use of AI.				We have consulted with relevant stakeholders and clinicans users, documented their feedback, and will implement changes to address their concerns where appropriate in an ongoing basis.		Yassin Omar		In progress				Low

												Low						If you identify a high risk that you cannot mitigate, you must consult with the ICO before starting the processing.				All high risks have been appropriately mitigated, with all residual risks being low-medium		Yassin Omar		Complete				Low

																		As part of your DPIA, you should consult with the teams within your organisation who will be involved in your project to identify data protection risks of your AI project. The teams you may want to consult include the engineering team, the legal and compliance team, and any staff who will be part of the decision pipeline.

				Compilation of our DPIA involved discussion between Compliance, DevSecOps, Meidical Knowledge and Engineering teams to ensure data protection risks are effectively identified and mitigated.		Yassin Omar		Complete

																		You could consult with domain experts who can advise on what risks you should address.				Our Medical Knowledge team lead (domain expert) has provided insight into not only the AI ICO toolkit, but also our wider NHS Hazard log.		Yassin Omar		Complete

		Business requirements and design		1.2		Accountability

Articles 5(2) and 24 and Recitals 39 and 74		A lack of accountability over risks to individual rights and freedoms created or exacerbated by AI systems is caused by not clearly assigning roles and responsibilities. As a consequence, risks are left unaddressed, and individuals may suffer harm.		Possible causes include unclear organizational structure for AI governance; Lack of defined roles and responsibilities for AI risk management; Insufficient communication channels for reporting and addressing AI-related risks; Absence of a culture of accountability within the organization		Medium		Assign technical and operational roles and responsibilities and provide clear direction and support on the use of AI systems and the application of data protection law		To make it clear who is accountable for mitigating and managing risks in the AI system.		You should appoint a senior owner or senior process owner to drive accountability. 
		Accountability and governance | ICO		Our AI governance framework clearly outlines and assigned the responsibilties of the team members in the use of AI systems, We ave automated alerts for unaddressed risks or missed deadlines monitored by Vanta, and management exercises to reinforce understanding of responsibilities: We also conduct workshops to train new staff on AI risk responsibilities and have regular reviews of the accountability structure and its effectiveness		Yassin Omar		Complete				Low

																		You should put in place operational procedures, guidance or manuals to support AI policies and provide direction to operational staff on the use of AI systems and the application of data protection law.				Heidi has established and 
documented the AI framework for
operational guidance.		Yassin Omar		Complete				Low

		Business requirements and design		1.3		Purpose limitation

Article 5(1)(b), Recital 39, Article 6(4) and Recital 50 and Article 30		Function creep over how personal data is processed is caused by not defining what purpose you will use your AI system. As a consequence, individuals lose control over how their data is being used.		Possible causes include lack of clear purpose definition for AI systems; Inadequate data governance policies; Pressure to expand AI capabilities without proper assessment; Insufficient understanding of data protection principles		Medium		Document each purpose for using personal data at each stage of the AI lifecycle, assess whether they are compatible with the originally defined purpose, and schedule reviews to reassess your purposes and whether they remain compatible.		To define what your AI system will be used for, how personal data will be used and prevent incompatible processing taking place.		You must provide clear transparency information to inform individuals about your purposes from the outset. For example, in a privacy notice.		Principle (b): Purpose limitation | ICO		Our data flow diagrams are used to demonstrate our track of data usage across the system, including the AI system usage. We have cleary identified the purpose specification in AI system design documentation. In our publicly available UKGDPR Privacy Policy (https://www.heidihealth.com/legal/ukgdpr-compliance-policy) we outline the purposes of processing personal data.		Yassin Omar		Complete				Low

												N/A						You should consider completing a data flow mapping exercise to document the data that flows in, through and out of an AI system to ensure a lawful basis and, if necessary, Article 9 or Article 10 condition (or both) is selected for each purpose.				See above, we have completed data flow mapping		Yassin Omar		Complete				Low

		Business requirements and design		1.4		Fairness

Article 5(1)(a); Recital 71		AI systems producing unfair outcomes for individuals are caused by insufficiently diverse training data, training data inappropriate for the purpose of the AI system, training data that reflects past discrimination, design architecture choices or another reason. As a consequence, individuals suffer from unjustified adverse impacts such as discrimination, financial loss or other significant economic or social disadvantages.
		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document an assessment of the different ways your AI system could result in unfairness, which should include appropriate technical and organisational measures you will use to mitigate or manage those risks on a continual basis.		To identify risks associated with fairness and take appropriate preventative action		You should ensure the assessment is conducted by appropriately skilled personnel (this may require a cross-disciplinary approach, eg data scientists working with legal counsel and review boards). 

		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should ensure the assessment initially focuses on the expected outcomes that are experienced by individuals directly affected by your processing.

												N/A						You could engage with stakeholders to draw out the risks that your processing is likely to have.

		Business requirements and design		1.5		Transparency

Article 5(1)(a); Articles 12-15		The lack of transparency, interpretability and/or explainability is caused by choices about how an AI system is designed and developed. As a consequence, individuals lack the understanding about how their data is being used, how the AI system affects them, and how to exercise their individual rights. 		The design and development choices made during the creation of an AI system can lead to a lack of transparency, interpretability, and explainability. This opacity poses a significant risk to individuals' understanding of how their personal data is being used and how the AI system's decisions or outputs affect them. Without clear explanations or insights into the AI system's inner workings, individuals may struggle to comprehend the basis for the system's actions or recommendations. Consequently, they may face difficulties in exercising their individual rights, such as the right to access, rectify, or erase their personal data, or the right to object to processing. This lack of transparency can also hinder individuals' ability to challenge decisions made by the AI system or seek redress for any harm caused. To mitigate this risk, the company must prioritize transparency, interpretability, and explainability throughout the AI system's design and development process. Heidi provides easily accessible information to individuals about their rights and how to exercise them.		Medium		Document and assess the explainability and transparency requirements, considering the domain, sector or use case that your AI system will be deployed in.		To provide clear requirements for transparency and explainability of the AI system that allows for effective product optimisation.		You must provide individuals with privacy information at the time you collect their personal data from them. If you collect their personal data from a source other than the individual it relates, then provide them with privacy information within a reasonable period of obtaining the personal data and no later than one month, before or when the first communication takes place or before or when data is disclosed to someone else.		Explaining decisions made with AI | ICO		We have a publicly available UKGDPR Privacy policy that outlines individuals rights in regards to their personal data. This policy also outlines how data access, change, and deletion request are made (https://www.heidihealth.com/legal/ukgdpr-compliance-policy), as well as transparent, plain-language information on our safety page (https://www.heidihealth.com/safety), our trust center (https://trust.heidihealth.com/), and our UK compliance page (https://www.heidihealth.com/compliance/uk).		Yassin Omar		Complete				Low

												Low						You should assess people's expectations of the content and scope of similar explanations previously offered or researching sector-specific expectations. For example, what are the expectations of individuals in a health context compared to an insurance context. You should consider, for example, the people affected by the decision and the end users.

				Through our dialogue with industry bodies and users, we have complied a number of compliance dossiers that cater to the specific needs and information requests of our users. For example, we have compiled a NHS compliance dossier that includes all relevant certifications, internal policies, infrastructure diagrams, and DCB0129 documents.		Yassin Omar		Complete				Low

												Low						You should assess how well the outcome of the AI system is understood to help you decide how comprehensive your explanation needs to be. 				We are in constant communication with our users via email and our dedicated support team. Through these conversations, we are constantly adding to, and refining the information we provide regarding data collection, processing, and privacy. 		Yassin Omar		Complete				Low

		Business requirements and design		1.6		Security

Articles 5(1)(f) and 32-34 and Recital 83		The unauthorised or unlawful processing, accidental loss, destruction, or damage of personal data is caused by insecure AI systems. As a consequence, individuals can suffer from financial loss, identity fraud and a loss of trust.		Possible causes include inadequate cybersecurity measures in AI systems; Lack of encryption for sensitive data; Insufficient access controls and authentication mechanisms; Vulnerabilities in AI model architecture or deployment		Medium		Document and assess the security risks, and the appropriate technical and organisational measures you will use to mitigate or manage those risks.		To demonstrate that security risks have been thought about from the beginning and that a data protection design approach has been adopted.		You must consider the security risks associated with integrating an AI system with existing systems, and document what controls will be put in place as part of the design and build phase. The level of risk will likely vary depending on the context your AI system will be used in.

		How should we assess security and data minimisation in AI? | ICO		Heidi has been using end-to-end encryption for data in transit (TLS v1.2) and at rest (AES-256), deployed advanced threat detection and prevention systems specifically for AI, conducts regular simulated security breach exercises, and established a formal process for continuous security assessment throughout the AI lifecycle.		Yassin Omar		Complete				Low

												Low						You should consider processes to report security breaches, and who is responsible for handling and managing them as part of an AI incident response plan.				Heidi's Incident Response Plan covers security and data privacy events. All stakeholders must report events/incidents to the Compliance Lead or CTO. Incidents are categorized as low/medium (S3/S4), high (S2), or critical (S1), with specific response protocols. The CTO manages responses, using a "War Room" for critical incidents. All events are logged, with critical incidents undergoing root cause analysis. The plan adheres to company policies and regulations, with annual reviews and tests.		Yassin Omar		Complete				Low

												Low						You could consult with appropriately skilled technical experts about what the latest state-of-the-art is.				Heidi's Engineering team is staffed by technical experts with skills in Cybersecurity, Developement Security, Machine Learning/AI, and Software Development. This team stay up to date with industry best-practices and recieves annual training on secure code and development best practices. 		Yassin Omar		Complete				Low

		Business requirements and design		1.7		Data minimisation; Storage Limitation

Articles 5(1)(c ), 5(1)(e ), 5(1)(b), Recital 39, Article 6(4) and Recital 50		The excessive and irrelevant collection of personal data is caused by a default approach to collect as much data as possible to design and build AI systems. As a consequence, individuals suffer from unlawful and unfair processing.		The excessive and irrelevant collection of personal data, driven by a "collect-all" approach in AI system design, poses a significant risk of unlawful and unfair data processing. This practice violates data minimization principles, potentially breaching data protection regulations and eroding patient trust. Given the common misconception that more data always leads to better AI performance, the risk of potential legal, ethical, and reputational consequences is significant. Mitigation strategies should focus on implementing strict data minimization policies, conducting regular data audits, and fostering a culture of privacy-by-design. 		Medium		Document the data you will collect to train the AI system and assess whether it is accurate, adequate, relevant, and limited to your purpose(s).		To demonstrate compliance with the data minimisation principle.		You should include details in your privacy policy and privacy notice about your retention periods and how often you review whether you still need to hold personal will take place. You are in the best position to judge how often these take place. Factors to consider include a change in your overall purpose, signs of model drift, or wider shifts in society.		How should we assess security and data minimisation in AI? | ICO		To address this risk, Heidi has implemented data minimization techniques. In addition, we developed AI models that can perform effectively with minimal data, implemented automated data relevance assessment tools.
        		Yassin Omar		In progress				Low

												Low						You should ensure that you have regular internal discussions about what personal data is needed and why it is required.				We conduct regular internal discussion on the collection of personal data, and ways in which to minimise both the processing, and collection of personal data		Yassin Omar		In progress				Low

												Low						You could assess what privacy-enhancing technologies would be appropriate for your use case.				We employ a compliance and security monitoring software called Vanta. This allows for real-time monitoring of employee devices, security awareness training, and policy acceptance. Additionally, we facilitate regular engineering knowledge sharing, to stay on top of best security and software development practices.		Yassin Omar		Complete				Low

												Low						You could consult with domain experts to ensure that the data you intend on collecting is appropriate and adequate.
				Both our Medical Knowledge and Engineering teams are comprised of industry experts who are well versed in best practices for data collection.		Yassin Omar		Complete				Low

		Business requirements and design		1.8		Individual rights

Articles 15-22		The failure to respond adequately to information rights requests is caused by a lack of awareness that data subject rights apply throughout the lifecycle of an AI system wherever personal data is used. As a consequence, individuals become disempowered over how their personal data is used and lose trust in the organisation handling their personal data.		The failure to adequately respond to information rights requests, stemming from a lack of awareness about data subject rights throughout the AI system's lifecycle, poses a significant risk to individual empowerment and organizational trust. This oversight can lead to violations of data protection laws, erosion of patient confidence, and potential legal repercussions. Mitigation strategies should include comprehensive staff training, establishing clear processes for handling information rights requests, and implementing robust data management systems. Even with these measures, a some risk remains, requiring continuous education and process refinement.		Medium		Document how you will facilitate individual rights requests throughout the lifecycle of your AI system where personal data will be processed.		To ensure individual rights requests are handled appropriately.		You should index the personal data in your AI system so that it is easier to retrieve when a request is received.
		How do we ensure individual rights in our AI systems? | ICO		All Data Subject Access Requests (DSAR) are triaged via our support channel which is accessible both in product, and via support@heidihealth.com. This allows the DSAR to be linked to specific users, allowing for streamlined indexing and actioning.

We handle DSARs promptly, as per the information on our UKGDPR Privacy Policy (https://www.heidihealth.com/legal/ukgdpr-compliance-policy)		Yassin Omar		Complete				Low

												N/A						You should organise training within the organisation to ensure developers are aware of the need to provide functionality to enable the organisation to respond to individuals exercising their rights.				We have documented processes in place to handle DSAR requests that all relevant employees are aware of.		Yassin Omar		Complete				Low

												N/A						You could conduct user testing to get feedback on how effective the delivery of your privacy information is.				We are in constant communication with our users via email and our dedicated support team. Through these conversations, we are constantly adding to, and refining the information we provide regarding data collection, processing, and privacy. 		Yassin Omar		In progress				Low

		Business requirements and design		1.9		Meaningful human review

Article 13(2)(f); Article 14(2)(g); Article 15(1)(h); Article 22 		Tokenistic human review of outputs by AI systems may inadvertently cause solely automated decision-making with legal or similarly significant effects. As a consequence, individuals suffer from prohibited processing taking place and inaccurate and/or unfair decisions being made about them, which have legal or similarly significant effects.		Possible causes include inadequate time or resources allocated for meaningful human review; Overreliance on AI system outputs; Lack of clear guidelines for human review processes; Insufficient training for human reviewers		Medium		Document and assess when you will incorporate meaningful human review in the decision pipeline, who will conduct the review, and what additional information they will take into consideration when making the final decision.		To ensure compliance with legal requirements.		You must ensure meaningful human review when your decisions are solely automated and have legal or similarly significant effects unless Article 22 exemptions apply.		How do we ensure individual rights in our AI systems? | ICO		For the AI system that supports Heidi, we developloed it in a way that can provide explanations and confidence levels for their outputs (which do not include decisions) and we have implemented tools for tracking and analysing human reviewer decisions, established regular audits of human review processes and outcomes. As above, we have a dedicated team for overseeing and improving human review processes, and implemented a formal escalation process for complex or high-stakes decisions which is addressed in Heidi Traning Manual.

We also remind clincian user inside the system to review the output for accuracy.		Yassin Omar		In progress				Low

												N/A						You must (where Article 22 applies) ensure human reviewers have the authority and ability to challenge and override automated decision-making, and they consider additional factors when making the final decision. 
				Heidi's Scribe does not carry out solely automated decision-making that has legal or similarly significant effects on them.								N/A

												N/A						You should ensure human reviewers are capable of intervening on the automated decisions and maintain a record of what information the human reviewer saw when making the final decision. You could consider what tools human reviewers need to make a meaningful final decision and how to record that those tools were properly used.

		Data acquisition and preparation 		2.1		Lawfulness

Article 5(1)(a); Article 6; Article 9		Failing to choose an appropriate lawful basis causes the unlawful collection of personal data. As a consequence, individuals lose trust over how their data is used and suffer from unfair processing.		Possible causes include misunderstanding of data protection regulations; Insufficient legal guidance in AI system development; Pressure to collect data without proper consideration of lawful basis; Misinterpretation of consent requirements
		Medium		Identify and document valid grounds for collecting and using personal data.		To ensure your processing is lawful.		You must identify an appropriate lawful basis (or bases) for your processing. If processing special category data or criminal offence data, you must identify a condition for processing this type of data. You should consult with your data protection officer about what is the most appropriate lawful basis (bases) and if required the additional conditions for processing.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO		Heidi's lawful bases are identified in our UK GDPR Privacy Policy https://www.heidihealth.com/legal/ukgdpr-compliance-policy. 

For consent, we address the risk by having data collection interfaces and public availabe policies that clearly state the lawful basis, and through developing systems for tracking and managing user consent.

We provide internal workshop training on UK GDPR about lawful bases, to eduate development teams on integrating these considerations into AI design. 

For our users, they can easily withdrawal of consent and data deletion. Our data protection officer oversees lawful basis decisions, and a formal review process is in place for all new data collection initiatives.		Yassin Omar		Complete				Low

												N/A						You must include your lawful basis (plus any additional conditions for processing) in your privacy notice along with the purposes.		Lawful basis for processing | ICO		See above UK GDPR Privacy Policy.		Yassin Omar		Complete				Low

												N/A						Where your chosen lawful bases depend on the processing being 'necessary', you must assess whether the processing is targeted and proportionate way of achieving a specific purpose and whether you can achieve the purpose by some other less intrusive means, or by processing less data.

		Data acquisition and preparation 		2.2		Fairness

Article 5(1)(a); Recital 71		An AI system that produces unfair outcomes for different individuals or groups is caused by insufficiently diverse training data, training data inappropriate for the purpose of the AI system, or training data that reflects past discrimination. As a consequence, individuals suffer from unjustified adverse impacts such as discrimination, financial loss or other significant economic or social disadvantages.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document and assess what data you need to ensure a representative, reliable and relevant training dataset.		To demonstrate that you have attempted to mitigate risks associated with unfair outcomes caused by low quality datasets.		You should consider appropriate technical approaches to mitigating possible bias, such as re-weighting, or removing the influence of protected characteristics and their proxies.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should factor in risks of past discrimination.

												N/A						You could research the population that your AI system is likely to impact and flag any risks of bias or discrimination.

		Data acquisition and preparation 		2.3		Fairness

Article 5(1)(a); Recital 71		Individuals suffering discriminatory outcomes are caused by an AI system relying on protected characteristics (or their proxies) to make a decision. As a consequence, individuals suffer from unlawful decisions being made about them and miss out on economic or social benefits.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Assess, document, and maintain an index of data sources or features that should not be processed when making decisions about individuals because of direct or indirect discrimination.		To prevent an AI system producing discriminatory decisions based on protected characteristics or their proxies.		You should consider whether to collect these features for the purpose of bias analysis. Note that processing personal data for bias analysis generally carries lower risk than for decision-making purposes that directly affect the individual, but as a separate processing purpose, will require a lawful basis and a condition for processing.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

		Data acquisition and preparation 		2.4		Fairness

Article 5(1)(a) and Recital 71 and Article 9 and Recitals 51 to 56 (see also Schedule 1 of the Data Protection Act 2018)		Bias is caused by a lack of, or poorly conducted, bias analysis. As a consequence, individuals suffer from undetected discriminatory outcomes and miss out on economic or social benefits.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Assess and document which protected characteristics data you will collect for bias analysis.		To detect and correct an AI system exhibiting bias.		You must identify the lawful bases and additional processing conditions for the bias analysis.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You must ensure that individuals are aware of how their data will be used for bias analysis.

												N/A						You should consider whether you need to process additional data to carry out your bias analysis and whether you need to create labels for data you already hold or whether you need to collect more data. This may include special category/protected characteristic data.

		Data acquisition and preparation 		2.5		Fairness

Article 5(1)(a); Recital 71		Poor labelling of training data is caused by unclear labelling policies. As a consequence, individuals suffer from inaccurate and/or unfair outcomes made about them by AI systems.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document clear criteria and lines of accountability for the labelling of data.		To prevent data labelling that will lead to unfair outcomes for individuals. 		You should create labelling criteria that are: easy to understand, include descriptions for all possible labels, examples of every label, cover edge cases.


		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should produce training manuals for labelling and annotation.

												N/A						You could consult with members of protected groups or their representatives to define the labelling criteria.

												N/A						You could involve multiple human labellers to ensure consistency across multiple rounds of reviewing.

												N/A						You could document statistics on level of agreement reached by human annotators.

		Data acquisition and preparation 		2.6		Fairness

Article 5(1)(a); Recital 71		Inadequate training datasets leading to overfitting is caused by not collecting enough features or enough cases. As a consequence, individuals suffer from poor outcomes made by the AI system.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Assess and document whether your model is likely to suffer from overfitting.  		To detect and correct any features in your training dataset that are likely to result in your model suffering from overfitting.		You must remove any features that are likely to result in overfitting.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should monitor model performance metrics (eg precision and recall) to determine sources of possible overfitting issues.

												N/A						You could collect more data to ensure the training dataset will be representative of the population you will deploy your model on. Although, this should be balanced with individuals' rights to not be subject to excessive, unlawful or unfair processing of their personal data.

		Data acquisition and preparation 		2.7		Transparency

Article 5(1)(a); Articles 12-15		Unclear privacy notices are caused by a lack of clear internal definitions about what your AI system will be used for. As a consequence, individuals cannot understand or have control over how their personal information is processed.		The risk arises from unclear privacy notices, which stem from a lack of clear internal definitions about the AI medical scribe system's intended uses. This ambiguity results in individuals being unable to understand or control how their personal information is processed by the system.		Low		Assess, document, and publish privacy information about what personal data you will be processing and for what purposes. 		To prevent data subjects losing control over how their personal data is processed.		You must tell individuals about your processing in a way that is easily accessible and easy to understand. You must use clear and plain language.		Transparency | ICO		Please see our publicly available UKGDPR Privacy policy (https://www.heidihealth.com/legal/ukgdpr-compliance-policy), as well as transparent, plain-language information on our safety page (https://www.heidihealth.com/safety), our trust center (https://trust.heidihealth.com/), and our UK compliance page (https://www.heidihealth.com/compliance/uk).		Yassin Omar		Complete				Low

												N/A						You must include information about the purposes of the processing for which the personal data are intended as well as the lawful basis for processing and the categories of personal data concerned.
				The purpose and lawful basis, as well as the categories of personal data are identified in the privacy policy.		Yassin Omar		Complete				Low

												N/A						You should test whether the privacy information is presented in a way that is accessible and understandable to the people the AI system will be applied to.

		Data acquisition and preparation 		2.8		Data minimisation

Article 5(1)(c ) and Recital 39		The collection of too much personal data is caused by not applying de-identification techniques. As a consequence, individuals suffer from unlawful and unfair processing.		Not applying de-identification techniques when collecting personal data for an AI system poses a significant risk of gathering excessive amounts of information. By failing to remove or obscure personally identifiable elements from the collected data, the company may inadvertently process more personal data than is necessary for the specified purposes. This excessive data collection can lead to unlawful and unfair processing, as it violates the principles of data minimization and purpose limitation. As a consequence, individuals may suffer from a loss of privacy, potential misuse of their personal information, and an increased risk of data breaches. To mitigate this risk, the company must implement robust de-identification techniques, such as de-identification, to strip personal data of identifying characteristics while still preserving its utility for the AI system. Additionally, the company should regularly review its data collection practices to ensure that only the minimum amount of personal data required for the specific purposes is gathered, in accordance with data protection regulations.		High		Apply de-identification techniques to training data before it is extracted from its source and shared internally or externally.		To prevent the collection of personal data that exceeds the minimum of what is necessary to train your AI model(s). 		You should assess what privacy enhancing technologies are appropriate for your use case.		How should we assess security and data minimisation in AI? | ICO		Heidi employs a de-identification process to all transcripts. It is important to note that we do not use these transcripts for the purpose of model training.

We perform regular vendor security reviews and engage in strict data processing agreements with our third-party vendors which enforce zero-retention and no secondary usage policies to protect our users' data.		Yassin Omar		Complete				Medium

												N/A								ICO call for views: Anonymisation, pseudonymisation and privacy enhancing technologies guidance | ICO

		Training and testing 		3.1		Purpose limitation

Article 5(1)(b), Recital 39, Article 6(4) and Recital 50 and Article 30		Undetected function creep is caused by a learning algorithm developing in an unpredicted way. As a consequence, individuals lose their right to be informed about how their data is being used and lose trust in the organisation handling their personal data.		We do not use these transcripts for the purpose of model training, therefore this risk is not applicable.		N/A		Assess and document whether your current purposes are different from your initial purposes. 		To detect any changes in the purposes of how you will deploy your AI system. To correct any identified function creep risks. 		You must ensure that if you plan to use or disclose personal data for any purpose that is additional to or different from the originally specified purpose, the new use is fair, lawful and transparent.		Principle (b): Purpose limitation | ICO

												N/A						You must update your documentation and your privacy information to reflect your new purpose.


												N/A						You must consider whether any consents you rely on cover the change in purpose.


		Training and testing 		3.2		Fairness

Article 5(1)(a); Recital 71		Overfitting is caused by a learning algorithm paying too much attention to the specific features in the training datasets. As a consequence, individuals who aren't similar to the individuals in the training datasets suffer from inaccurate and unfair outcomes.		We do not use and user data for the purpose of model training, therefore this risk is not applicable.		N/A		Document and assess whether your AI system can handle data from a wide range of (sub)populations fairly and accurately.		To detect any (sub)populations that will be unfairly treated by your AI system and to optimise the model(s).		You should consider whether you need to collect more data from a subpopulation to yield more accurate results. 

		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should assess and justify your choice between collecting more data to reduce the disproportionate number of statistical errors and not collecting such data due to the risks doing so may pose to the other rights and freedoms of those individuals.

												N/A						You could consider using feature engineering techniques to aggregate features for training to avoid using personally identifiable data.

		Training and testing 		3.3		Fairness

Article 5(1)(a); Recital 71		Discriminatory outcomes caused by an algorithm basing decisions on protected characteristics (or their proxies) leads to adverse impacts on individuals such as financial loss or other significant economic or social disadvantages.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Test whether your AI system produces similar outcomes for individuals who have different protected characteristics.		To prevent discriminatory outcomes once the AI system is deployed.		You should measure different types of error (eg false positives, false negatives, etc).

		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should consider whether the testing dataset is adequate.

												N/A						You should record any limitations of the model in the context of statistical inaccuracies.

												N/A						You could consider documenting the limitations in a model card.

		Training and testing 		3.4		Transparency

Article 5(1)(a); Articles 12-15		Individuals being subject to unexplainable decisions are caused by AI systems that use high dimensionality or complex learning algorithms. As a consequence, individuals cannot exercise their right to be informed and may feel disempowered to object to the decision.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Assess and document the explainability of your AI system and consider what supplementary tools you can use to help explain decisions made by your AI system to individuals who will be affected.		To prevent an unexplainable model being deployed and negatively impacting a population.		You must provide meaningful information about the logic involved where you are using solely automated decision-making which has legal or similarly significant effects for the individual.		Explaining decisions made with AI | ICO

												N/A						You should test the effectiveness of your explanations by measuring how well individuals can understand why the model made the decision it did, or how the model output contributed to the decision.




												N/A						You should design explanations that meet the needs of those interacting with the system at different moments e.g. someone interacting with an AI system for the first time vs. someone using an automated result to support a critical decision.

												N/A						You could consider when you will need to explain automated results to the different user groups interacting with the AI system and whether there is an easy way to challenge these decisions or obtain human intervention.

												N/A						You could consider textual clarification, visualisation media, graphical representations, summary tables, or a combination as part of your explanation.

		Training and testing 		3.5		Security

Article 5(1)(f); Articles 32-34		Inappropriate access to training data, training code, and deployment code is caused by lax security policies. As a consequence, individuals may have their personal data subjected to data poisoning attacks leading to unfair advantages or disadvantages. 		Lax security policies surrounding access to training data, training code, and deployment code pose a significant risk of unauthorized individuals gaining inappropriate access. This vulnerability could lead to malicious data poisoning attacks, where perpetrators manipulate the training data to introduce biases or inaccuracies. As a result, individuals whose personal data is included in the affected datasets may face unfair advantages or disadvantages when the AI medical scribe system is deployed. To mitigate this risk, the company must implement strict access controls, regularly audit user permissions, encrypt sensitive data, and establish a robust incident response plan to promptly detect and address any security breaches or data poisoning attempts.		Medium		Document and implement strict controls over who has access to training data, training code, and deployment code.		To ensure there is a clear audit trail of who has access to the training data, training code, and deployment code, and when they have access.		You should consider the principle of least privilege - where a user is given the minimum levels of access or permissions to perform their job functions. Ensure this is regularly reviewed and access is revoked where necessary. You should keep logs of who has access and/or editing rights.		How should we assess security and data minimisation in AI? | ICO		We apply stringent data security and privacy controls throughout the development, delivery, and support of Heidi. These controls include data encryption, secure coding practices, access control based on the principle of least privilege, and the implementation of privacy by design principles. Regular security audits and compliance checks ensure adherence to industry standards and regulatory requirements.

Employee access rights are reviewed quarterly, and logs are maintained for all access and changes.		Yassin Omar		Complete				Low

		Training and testing 		3.6		Security

Articles 5(1)(f) and 32-34 and Recital 83		Accidental loss of training and testing data is caused by a lack of accountability and documentation. As a consequence, individuals lose control over how their data is processed and lose trust in the organisation handling their personal data.		We do not use and user data for the purpose of model training, therefore this risk is not applicable.		N/A		Document clear audit trails of how personal data is moved and stored from one location to another during the training and testing phase.		To prevent a security breach where personal data is accidentally lost.		You should keep an up-to-date inventory of all AI systems to allow you to have a baseline understanding of where potential incidents could occur.		How should we assess security and data minimisation in AI? | ICO

												N/A						You should document security processes and make it freely available for all those involved in the building and deployment of AI systems. This should include processes to report security breaches, and who is responsible for handling and managing them as part of an AI incident response plan. An AI incident response plan should include guidance on how to quickly address any failures or attacks that occur, who responds when an incident occurs, and how they communicate the incident to other parts of the organisation.

		Training and testing 		3.7		Security

Articles 5(1)(f) and 32-34 and Recital 83		Undetected security vulnerabilities in an AI system’s software stack are caused by a lack of, or poorly conducted, security checks of software. As a consequence, individuals suffer from security attacks and breaches of their personal data.		Possible causes include inadequate security testing processes; Lack of regular security audits; Insufficient expertise in AI-specific security vulnerabilities; Rapid development cycles prioritizing features over security		Medium		Assess and document the security risks of the software you are using. Implement appropriate technical and organisational measures to reduce risks identified.		To prevent security vulnerabilities from occurring. 		You should carry out security testing of your software, either in-house or contract someone external.		How should we assess security and data minimisation in AI? | ICO		Heidi has in place automated security scanning tools in the development pipeline, developed secure coding practices specific to AI systems. We provided security training for development teams, educated staff on recognising and reporting potential security vulnerabilities, established regular security audits of the AI software stack, and implemented a vulnerability management process.

In addition, Heidi has implemented AI-specific security testing frameworks with real-time vulnerability detection systems. At Heidi Health we also have a dedicated AI security team, and implemented a formal security review process at each stage of the AI system lifecycle.		Yassin Omar		Complete				Low

												N/A						You could subscribe to security advisories to receive alerts of vulnerabilities and ensure solid patching / updating processes are in place where software is externally maintained.

		Training and testing 		3.8		Data minimisation

Article 5(1)(c ); Article 5(1)(e )		Processing more data than is strictly necessary is caused by a lack of a review over what data is needed to effectively train and test the AI system. As a consequence, individuals suffer from unlawful and unfair processing.		We do not use and user data for the purpose of model training, therefore this risk is not applicable.		N/A		Reassess and document what data is necessary, adequate, and relevant for training and testing your AI system. Erase any data that is not needed.		To ensure that only personal data that is necessary, adequate, and relevant is processed.		You must consider whether any data has been duplicated or copied during the training and testing phase.
		How should we assess security and data minimisation in AI? | ICO

												N/A						You should consider the trade-off between data minimisation and statistical accuracy and whether you can remove some data without significantly affecting the accuracy of your model.

		Training and testing 		3.9		Meaningful human review

Article 13(2)(f); Article 14(2)(g); Article 15(1)(h); Article 22 		Non-meaningful human review is caused by a lack of training for human reviewers to interpret and challenge outputs made by an AI system. As a consequence, individuals are subject to unlawful solely automated decisions that have legal effects or similar significant effects that are inaccurate and/or unfair.		As per our publicly facing Usage Policy https://www.heidihealth.com/legal/scribe-usage-policy, Heidi is intended to be used by clinicians who have the required training to interrogate all Heidi outputs. Additionally, all users must verify that all notes and documents generated by Heidi are accurate and complete.		N/A		Design and implement appropriate training for human reviewers.		To ensure that human reviewers can interpret, and challenge outputs made by the AI system once the system is deployed.		You must (where Article 22 applies) design your AI system to ensure that human reviewers have meaningful influence over the decision, including the authority and competence to go against the recommendation and take into account other additional factors that weren't included as part of the input data.		How do we ensure individual rights in our AI systems? | ICO

		Deployment and monitoring		4.1		Fairness

Article 5(1)(a); Recital 71		Undetected model drift is caused by irregular system testing. As a consequence, individuals suffer from unfair decisions being made about them and may exclude them from social or economic opportunities.		Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document and define a testing regime to occur at regular intervals.		To detect and correct model drift in appropriate timeframes.		You must inform individuals about any testing process that involves their personal data.		What do we need to do to ensure lawfulness, fairness, and transparency in AI systems? | ICO

												N/A						You should establish metrics and thresholds for model drift that trigger review and testing.

												N/A						You should save versions of your model, which can be reverted back to if significant drift occurs.

												N/A						You could consider running a traditional decision-making system and an AI system concurrently and investigate any significant difference in the type of decisions.




		Deployment and monitoring		4.2		Transparency

Article 5(1)(a); Articles 12-15		Where the steps set out in 3.4 are followed, non-meaningful explanations may still be caused by failing to update how they are presented following feedback from individuals. As a consequence, individuals cannot be informed about how their data has been used, nor receive meaningful information about the logic involved.		As per our response to 3.4, Heidi doesn't provide clinical decision making support, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document and define a redress as well as feedback mechanism that allows individuals to comment on the explanations they receive. 		To detect and correct ineffective explanations.		You could proactively engage with individuals to see how you can improve the explanations you provide.		Explaining decisions made with AI | ICO

		Deployment and monitoring		4.3		Security

Articles 5(1)(f) and 32-34 and Recital 83		Attacks on AI systems are caused by poor security practices. As a consequence, individuals have their personal data subject to data breaches leading to potential financial losses and/or fraud.		Possible causes include inadequate access controls and authentication mechanisms; Lack of encryption for sensitive data; Insufficient monitoring and threat detection; 		Medium		Document and define technical and organisational measures that will reduce security risks.		To detect and correct security vulnerabilities.		You should assess the trade-off between explainability of your model and the risk of a security breach.		How should we assess security and data minimisation in AI? | ICO		Heidi has implemented robust authentication and access control mechanisms for our entire system infrastrcuture. All data at rest or in transit are encrypted.

To help identify or detect system vulnerabilities, we provided staff with training including cybersecurity training, educated users on recognising and reporting potential security threats, established regular security audits and penetration testing, and implemented incident response and data breach notification procedures.

In addition, Heidi has developed a secure enclave for processing highly sensitive data via de-identification model. We also conduct regular simulated attack exercises, and have implemented a formal process for continuous security assessment and improvement.



		Yassin Omar		Complete				Low

												N/A						You should proactively monitor your AI system and investigate any anomalies.				AI system that's backing up Heidi is being regulary updated and reviewed by our Engineer and Medicial Knowledge team.

												N/A						You should introduce real-time monitoring techniques that can detect anomalies (eg 'rate limiting' which reduces the number of queries that can be performed by a particular user in a given time limit).

												N/A						You could deny anonymous use of your AI system by implementing processes that require user identity.

												N/A						You could employ someone to regularly debug your model. 





		Deployment and monitoring		4.4		Data minimisation

Article 5(1)(c ); Article 5(1)(e )		Model drift is caused by training data no longer being relevant or adequate. As a consequence, individuals suffer from unlawful and unfair processing.		Heidi does not use any user data to train AI models.		N/A		Document and define mechanisms to monitor the performance of your model. Where model drift is identified, assess, and delete (or anonymise) training data that is inadequate or irrelevant to your model’s performance.		To detect and correct any inadequate or irrelevant personal data.		You must regularly assess drift and retrain the model on new data where necessary.		How should we assess security and data minimisation in AI? | ICO

												N/A						You should decide and document appropriate thresholds for determining whether your model needs to be retrained, based on the nature, scope, context and purposes of the processing and the risks it poses.

		Deployment and monitoring		4.5		Meaningful human review

Article 22 		Non-meaningful human review is caused by automation bias or a lack of interpretability. As a result, individuals may not be able to exercise their right to not be subject to solely automated decision-making with legal or similarly significant effects.		Heidi doesn't provide clinical decision making support, OR ever make any decisions, but rather provides a recreation of the consult. Users of Heidi have full visibility of all outputs, and have the ability to interrogate all outputs, and make changes as you see fit. Because of this a risk assessment for this statement is not required.		N/A		Document and define measures to ensure human review remains meaningful.		To ensure human reviewers are able to carry out their function meaningfully.		You could periodically test whether a human reviewer identifies an intentionally inaccurate decision.
		How do we ensure individual rights in our AI systems? | ICO

												N/A						You could maintain a log of all automated decisions that were overridden by a human reviewer and the reasons why.

		Deployment and monitoring		4.6		Purpose limitation

Article 5(1)(b), Recital 39, Article 6(4) and Recital 50 and Article 30		Incompatible or repurposed processing is caused by a shift in how the AI system is deployed. As a result, individuals’ lose control over how their data is used, become uninformed and lose trust in the organisation handling their personal data.		Possible causes include unclear purpose limitation policies; Pressure to expand AI capabilities without proper assessment; Insufficient understanding of data protection principles; Inadequate change management processes; 		Medium		Assess any changes in the purpose of your AI system and ensure any changes meet legal requirements.		To detect any changes in purposes and to ensure that processing remains lawful.		You must ensure that if you plan to use or disclose personal data for any purpose that is additional to or different from the originally specified purpose, the new use is fair, lawful and transparent.		Principle (b): Purpose limitation | ICO		Heidi does not use the personal data other than what is necessary for the service operation, nor share any personal data without explicit consent. With DPA in place, we limit the use of the data as mutually agreed upon. Any change on the purpose would be communicated with the users first and updated accordingly on UK GDPR Page.

We remind our staff on the importance of purpose limitation in data processing, including taining on recognising and reporting potential changes. With Vanta, a formal process is set up for approving changes to AI system purposes. During regular audits we review the data processing activities against stated purposes.

		Yassin Omar		Complete				Low

												N/A						You should regularly review your processing, documentation and privacy notices to check that your purposes have not evolved over time beyond those you originally specified.
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Glossary



		Glossary





		Accuracy (see the ICO's guidance on the accuracy principle for further information)		‘Accuracy’ in a data protection context is a fundamental principle requiring you to ensure that personal data is accurate and, where necessary, kept up to date. It requires you to take all reasonable steps to make sure the personal data you process is not ‘incorrect or misleading as to any matter of fact’ and, where necessary, is corrected or deleted without undue delay.

		De-identification techniques		De-identification is the process used to prevent a person’s identity from being connected with information. There are various techniques to apply de-identification. In most cases, deidentification is not anonymisation, but it’s still useful as a data minimisation technique.

		Edge case		An edge case is a problem or situation that occurs only at an extreme (maximum or minimum) operating parameter. In programming, an edge case typically involves input values that require special handling in an algorithm.

		Fairness (see the ICO's guidance on the fairness principle for further information)		In a data protection context, ‘fairness’ means handling personal data in ways people reasonably expect and not use it in ways that have unjustified adverse effects on them. 

		High dimensional data		High dimensional data refers to a dataset in which the number of features, p, is larger than the number of observations, N.

		Meaningful human review (see the ICO's guidance on rights related to automated decision-making including profiling for further information)		Key considerations for meaningful human review from the ICO are:
1) human reviewers must be involved in checking the system’s recommendation and should not just apply the automated recommendation to an individual in a routine fashion;
2) reviewers’ involvement must be active and not just a token gesture. They should have actual ‘meaningful’ influence on the decision, including the ‘authority and competence’ to go against the recommendation; and
3) reviewers must ‘weigh-up’ and ‘interpret’ the recommendation, consider all available input data, and also take into account other additional factors.

		Model debugging		Model debugging attempts to test ML models like code and to probe sophisticated ML response functions and decision boundaries to detect and correct accuracy, fairness, security, and other problems in ML systems

		Model drift		Model drift occurs when the accuracy of predictions produced from new input values “drifts” from the performance during the training period. Two main categories of model drift are:

Concept drift: When the statistical properties of the target (dependent) variable change
Data drift: When the statistical properties of the independent variables change (example: feature distributions, correlations between variables)

		Overfitting		In statistics, overfitting is the production of an analysis that corresponds too closely or exactly to a particular set of data, and may therefore fail to fit additional data or predict future observations reliably. 

		Re-weighting		Weighting is applied to input data that is fed into an artificial neural network to produce related outputs. Re-weighting is where the initial weighting is altered so that it produces a different related output. 

		Statistical accuracy		Broadly, statistical accuracy refers to how often an AI system guesses the correct answer, measured against correctly labelled test data. In many cases, the outputs of an AI system are not intended to be treated as factual information about the individual, but statistically informed guesses as to something which may be true about the individual now or in the future.
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Data Processing Agreement 



This Data Processing Agreement ("Agreement") is made between Heidi Health Ltd, a company registered in England and Wales under the Companies Act 2006 with company number 15878893 ("Data Processor") and XXXXXXXXXX, a company registered in England in Wales with company number XXXXXXXXXX (“Company”, “Data Controller”), collectively referred to as the "Parties”. 

This Agreement supplements the Terms of Use (“Principal Agreement”) entered into between the parties and applies to the provision of the Heidi services.  For the purposes of the UK Addendum, XXXXXXXXXX is the Data Exporter and Heidi Health Trading Pty Ltd is the Data Importer.

This Agreement will commence on the date it is executed between the parties and will continue for as long as the Principal Agreement remains in effect, or the Data Processor retains any of the Personal Data in its possession or control (whichever is longer) (“Term”). The purpose of this Agreement is to outline the conditions under which the Data Processor is permitted to collect, use, disclose, and store personal data on behalf of the Data Controller in compliance with the UK Data Protection Act 2018 and the General Data Protection Regulation (GDPR).

Capitalised terms in this Agreement have the meaning given in the Principal Agreement and as set out below: 

"Personal Data" is as defined under the GDPR and pertains to any information relating to an identifiable person who can be directly or indirectly identified by reference to an identifier.

“Personal Data Breach” is defined under the GDPR. 

“UK Addendum” is the international data transfer addendum to the European Commission’s standard contractual clauses for international data transfers approved by the Information Commissioner’s Office under section 119A of the Data Protection Act 2018 on 21 March 2022 (version B.1.0), and as updated from time to time.

“Restricted Transfer” is the transfer of personal data from the United Kingdom to any other country which is not subject to adequacy regulations pursuant to Section 17A of the United Kingdom Data Protection Act 2018.

“Transferred Data” is any Personal Data Processed by the Data Processor or their Personnel on behalf of the Data Controller in connection with the Principal Agreement (and where the Data Processor is also acting as a controller, any Personal Data they process in connection with the Principal Agreement).

“Data Protection Laws” are the laws and regulations applicable to the processing of Personal Data by the parties in connection with the Principal Agreement, including, without limitation, the Data Protection Act 2018.

1. Obligations of both parties

Each party agrees to comply with Data Protection Laws in the processing of Transferred Data. 

The Data Controller instructs the Data Processor to process Transferred Data in accordance with the Principal Agreement (including in accordance with Annex 1 to this Agreement).

The Data Processor agrees not to process the Transferred Data other than on the Data Controller’s documented instructions. 

2. Obligations of the Data Processor

The Data Processor agrees to:

· Only process Transferred Data as specified by the Data Controller and in compliance with GDPR.

· Implement appropriate technical and organizational measures to ensure the security and confidentiality of Personal Data in accordance with Data Protection Laws and as further particularised in Annex 2 of this Agreement. In assessing the appropriate level of security, the Data Processor agrees to take into account the risks that are presented by processing, in particular from a Personal Data Breach.

· Not disclose or transfer Personal Data to third parties without the Data Controller's consent except as required by law.

· Assist the Data Controller in handling any requests from data subjects under the GDPR including access to and correction of Personal Data. 

3. Processor Personnel
Processor shall take reasonable steps to ensure the reliability of any employee, agent or contractor of any Contracted Processor who may have access to the Company Personal Data, ensuring in each case that access is strictly limited to those individuals who need to know / access the relevant Company Personal Data, as strictly necessary for the purposes of the Principal Agreement, and to comply with Data Protection Laws in the context of that individual’s duties to the Data Processor, ensuring that all such individuals are subject to confidentiality undertakings or professional or statutory obligations of confidentiality.

4. Sub-Processing 

The Data Controller authorises the engagement of Sub-Processors already engaged by the Data Processor at the date of this Agreement that are set out in Annex 3 of this Agreement.

The Data Processor agrees not to appoint (or disclose any Transferred Data to) any additional sub-processors unless required or authorised by the Data Controller in writing. 

Where the Data Processor engages a sub-processor to process the Transferred Data, the Data Processor agrees to enter into a written agreement with the sub-processor containing data protection obligations no less protective than those in this Agreement with respect to the Transferred Data (including in relation to Restricted Transfers), and to remain responsible to the Data Controller for the performance of the sub-processor’s data protection obligations under such terms. 

5. Data Breach Notification

The Data Processor shall notify the Data Controller without undue delay (and in any event, within 24 hours) upon becoming aware of any data breach affecting Personal Data. The notification will include all relevant information about the breach as required by the GDPR. The Data Processor shall cooperate with the Data Controller and take reasonable commercial steps as directed by the Data Controller to assist in the investigation, mitigation, and remediation of each Personal Data Breach.

6. General Terms

Confidentiality. Each Party must keep this Agreement and information it receives about the other Party and its business in connection with this Agreement (“Confidential Information”) confidential and must not use or disclose that Confidential Information without the prior written consent of the other Party except to the extent that:

a) disclosure is required by law; or

b) the relevant information is already in the public domain.

Notices. All notices and communications given under this Agreement must be in writing and will be delivered personally, sent by post or sent by email to the address or email address at such other address as notified from time to time by the Parties changing address.

7. Restricted Transfers

Both parties agree that where the transfer of Transferred Data between the parties is a Restricted Transfer, it will be subject to the UK Addendum (and documents or legislation referred to within it) which shall be deemed to be incorporated into this Agreement; and: 

a) the tables in part 1 of the UK Addendum shall be populated with the relevant information set out in the Annexes to this Agreement; and 

b) the UK Addendum is considered an appropriate safeguard. 

8. Audit and Compliance

The Data Processor shall make available to the Data Controller all information necessary to demonstrate compliance with the GDPR and allow for and contribute to audits conducted by the Data Controller or another auditor mandated by the Data Controller.

The Data Processor shall promptly notify the Company if it receives a request from a Data Subject under the GDPR in respect of Company Personal Data, and ensure that it does not respond to that request except on the documented instructions of the Company or as required by Data Protection Laws to which the Data Processor is subject, in which case Data Processor shall to the extent permitted by Data Protection Laws inform the Data Controller of that legal requirement before the Data Processor responds to the request

9. Data Protection Impact Assessments and Prior Consultation

The Data Processor agrees to provide the Data Controller with reasonable assistance with any data protection impact assessments, and prior consultations with the Information Commissioner or other competent data privacy authorities, which the Data Processor reasonably considers to be required by article 35 or 26 of the UK GDPR or equivalent provisions of any other Data Protection Laws (to the extent the Data Processor does not otherwise have access to the relevant information and such information is in the Data Controller’s control).

10. Term and Termination

This Agreement is effective upon the date of the last signature and continues until terminated by either party with notice. Upon termination, the Data Processor will return or destroy all Transferred Data, unless required to be retained by law.

Each party agrees that a failure or inability to comply with the terms of this Agreement and/or the GDPR or Data Protection Laws constitutes a material breach of the Principal Agreement, In such event, the Data Controller, may, without penalty: 

(a) Require that the Data Processor suspends processing of the Transferred Data until such compliance is restored; or 

(b) Terminate the Principal Agreement effective immediately on written notice to the Data Processor. 

Notwithstanding the termination or expiry of the Principal Agreement, this Agreement will remain in effect until, and will terminate automatically upon, deletion by the Data Processor of all the Transferred Data covered by this Agreement. In the case of such termination, the Data Processor shall provide a prompt pro-rata refund to the Data Controller of all sums paid in advance under the Principal Agreement.  

11. Deletion or return of Personal Data

Subject to this clause and subject to any document retention requirements at law, the Data Processor agrees to promptly, and in any event within 10 business days of the date of cessation of any Heidi services involving the processing of Transferred Data (“Cessation Date”), delete and procure the deletion of all copies of that Transferred Data.

The Data Processor agrees to provide written certification to the Data Controller that they have fully complied with this clause within 21 business days of the Cessation Date.

12. Liability 

Any exclusion or limitation of the Data Processor’s liability in connection with the Principal Agreement does not apply to this Agreement.

Despite anything to the contrary, to the maximum extent permitted by law, the Data Processor is liable for and agrees to indemnify the Data Controller and hold the Data Controller harmless in respect of any liability that the Data Controller may suffer, incur or otherwise become liable for, arising from or in connection with the Data Processor’s breach of any provision of this Agreement or any Data Protection Laws. 

13. Governing Law and Jurisdiction

This Agreement is governed by the laws of England and Wales.

IN WITNESS WHEREOF, this Agreement is entered into with effect from the date first set out below:



		Signature

		

		Signature

		



		Name: 

		

		Name:

		



		Email: 

		

		Email:

		



		Date Signed:

		

		Date Signed:

		









































ANNEX 1

PART A: DESCRIPTION OF TRANSFER



		Description of Service

		Heidi processes and transcribes clinical conversations, capturing details like different speakers, medical terminology, and symptomatology. From this, a clinical note is generated. The clinician can also generate clinical documents, such as referral letters and patient explainer documents. These documents will follow templates already defined by Heidi, or the clinician can create their own template.



This system is designed to alleviate the administrative burden on healthcare professionals, allowing them to focus more on patient care rather than paperwork. The Heidi Scribe will leverage natural language processing (NLP), speech recognition technology, and machine learning algorithms to understand and interpret complex medical dialogue, identify key health information, and categorise data into the appropriate sections of an EHR.



		Personal Data Transferred

		· Identity Data including first name, middle name, last name, title, date of birth, gender,  phone number, address, relationship status, and family/social history of our client’s customers.

· Contact Data including billing addresses, email addresses and telephone numbers (users of the Heidi platform).

· Financial Data including bank account and payment card details (users of the Heidi platform).

· Technical and Usage Data including internet protocol (IP) address, login data, browser session and geo-location data, device and network information, statistics on page views and sessions, acquisition sources, search queries and/or browsing behaviour, information about user access and use of our website, including through the use of Internet cookies, communications with our website, the type of browser used by users, the type of operating system used by users and the domain name of users’ Internet service provider (users of the Heidi platform).



		Special Categories of Personal Data and criminal convictions and offences

		The transferred data may include data relating to:

· Physical or mental health data

· Racial or ethnic origin

· Sexual life and sexual orientation





		Relevant Data Subjects

		· Users of the Heidi platform (our customers)

· Clients of our customers



		Frequency of the transfer

		Continuous 



		Nature of the transfer

		As specified in the Principal Agreement, this Agreement, and as instructed by the Data Controller, including without limitation:

Collection, organisation, storage (hosting), retrieval, use and other processing of Personal Data by the Data Processor necessary to provide, maintain and improve the Heidi services.



Heidi is a healthcare IT system, specifically a cloud-based artificial intelligence medical scribe platform. It is a standalone software that is used to generate comprehensive clinical documentation using a combination of speech-to-text software, note taking and artificial intelligence models. Heidi is accessible via desktop and mobile browser to registered users, with servers and data hosted locally in the UK for all UK users.



Heidi works by transcribing speech into text from a healthcare encounter such as conversations between clinicians and patients or by clinicians dictating their clinical findings, impression and/or management plans before, during and after the healthcare encounter. The clinician can also add additional contextual notes about the healthcare encounter which they may not wish to verbalise during the healthcare encounter. The clinician is also able to set and modify various settings within the Heidi platform in order to customise their Heidi experience as well as how their clinical documentation is structured and written. To generate the requested clinical documentation, the transcribed text and contextual notes along with the various user controlled settings are then through an artificial intelligence model which then generates the requested clinical documentation based on the data that has been given to the AI model.



The comprehensive clinical documentation generated by Heidi can then be copied or integrated into an electronic medical record system or used with other word processing or communication tools to provide other clinicians and/or the patient with relevant information related to the healthcare encounter and the patient's care.



The intended use and recommendations for Heidi are as follows: 



· Heidi should be used by qualified and registered clinicians to assist them in writing their clinical documentation. 

· Heidi should not be used as a clinical decision making tool and is not a substitute for medical assessment. 

· Heidi's generated clinical documentation is intended to reduce the amount of time it takes clinicians to complete their medical records; however the clinician is ultimately responsible for their clinical documentation, and must ensure that the content of the notes and documents accurately reflects the healthcare encounter for which the documentation has been generated.



Heidi is noted to have the following limitations that users must be aware of:



· Heidi's generated clinical documentation is based on the clarity and quality of the speech & text data that is provided in the healthcare encounter. Users must review all clinical documentation generated to confirm their accuracy before capturing it in their electronic medical records or distributing documentation to other clinicians and/or patients.  

· Hardware issues such as poor microphone quality may cause sub-par audio being captured, resulting in an inaccurate text transcript which does not adequately reflect the healthcare encounter information. Users are recommended to test the quality of their microphones prior to and while using Heidi.

· An unstable or slow internet connection may result in delays in information processing and potentially not capturing some or all of the healthcare encounter information. Therefore it is vital that users ensure they have a stable and fast internet connection when using Heidi.

· Heidi's AI models occasionally make mistakes which may not accurately reflect the information discussed in the healthcare encounter. Users must ensure they have reviewed all clinical documentation generated by Heidi to confirm their accuracy before importing it in their electronic medical records or distributing documentation to other clinicians and/or patients.



		Purpose of processing

		The primary purposes include improving clinical documentation, aiding healthcare professionals in note-taking, and generating consult summaries. Our technology enables clinicians to focus on patients during the consultation, contributing to improved patient care. It also acts as a valuable tool for medical practitioners, saving them hours of administrative time per week.



To ensure the highest level of accuracy and reliability in our models, we implement rigorous processes for eliminating biases from our outputs. This involves continuous monitoring and evaluation of our algorithms to detect and mitigate any potential biases that may arise. Our approach includes diverse and representative data sets, regular audits, and feedback loops from clinicians to refine and enhance the system.



Furthermore, we employ robust governance principles to maintain the integrity and trustworthiness of our technology. This includes sophisticated encryption protocols, de-identification of data, real-time safety monitoring, regular system audits, and penetration tests. By upholding these governance standards, we ensure that our technology not only meets but exceeds industry expectations, providing a safe and effective tool for healthcare professionals. 



		Duration of the Processing

		The scope includes recording, transcribing, and generating summaries of clinical consultations. It encompasses the entire duration of the consultation, covering various medical details, additional clinician notes, and dynamic command line inputs that are inputted by the clinician. 



This processing will occur every time a clinician performs a session on Heidi - in other words, every time they click 'start transcribing’. This data will cover both data from the patient themselves (though it is de-identified) and the clinician too - such as their templates, note-taking style, clinician type, email address etc. No identifiable recordings are stored, or will be accessible. Clinicians retain ownership of all transcripts, clinical notes, and clinical documents and can decide how long this data is stored. Additionally, the patient information contained in these transcripts and clinical notes/documents will only be accessed externally for the purpose of troubleshooting with the express permission of clinicians.































PART B: INFORMATION REQUIRED FOR THE UK ADDENDUM 



		Information required for Table 2 of the UK Addendum



		Module

		Module in operation

 

		Clause 7 (Docking Clause)



		Clause 11 
(Option)



		Clause 9a (Prior Authorisation or General Authorisation)



		Clause 9a (Time period)



		Is personal data received from the Importer combined with personal data collected by the Exporter?



		1

		[image: Close with solid fill]

		N/A

		N/A

		

		

		



		2

		[image: Checkmark with solid fill]

		Incorporated

		Not incorporated

		General authorisation

		28 days

		



		3

		[image: Close with solid fill]

		N/A

		N/A

		N/A

		N/A

		



		4

		[image: Close with solid fill]

		N/A

		N/A

		

		

		N/A







		Information required for Table 4 of the UK Addendum



		Ending this Addendum when the Approved UK Addendum changes

		Which Parties may end this Addendum as set out in Section 19 of Part 2 of the UK Addendum:

☐ Importer

☐ Exporter  

☒ Neither Party








ANNEX 2

TECHNICAL AND ORGANISATIONAL MEASURES INCLUDING TECHNICAL AND ORGANISATIONAL MEASURES TO ENSURE THE SECURITY OF THE DATA



		TECHNICAL AND ORGANISATIONAL MEASURES

		DETAILS



		Designated data protection officer

		· Yassin Omar - Data Protection Officer



		Security certifications

		· ISO27001:2022, Cyber Essentials, SOC2



		Internal policies e.g. security policy, data retention and deletion policies

		Heidi’s Data Management Policy ensures that information is classified, protected, retained and securely disposed of in accordance with its importance to the organization. Data is classified based on legal requirements, sensitivity, and business criticality, and is protected accordingly. Key data categories include customer data, PII, financial data, and strategic plans, with access restricted to necessary personnel following the principle of least privilege. Confidential data must be encrypted with TLS v1.2 in transit and AES-256 at rest, with strict access controls and documented approvals for non-pre approved roles. Data retention periods are determined by data owners in consultation with legal counsel, and data is securely deleted when no longer needed. An annual review of data retention requirements is conducted, and compliance is measured through reports and audits.

To protect the company’s information, employees, partners, and assets from illegal or damaging actions. Heidi’s Information Security Policy mandates the use of company systems solely for business purposes, emphasizing a collective effort for security by all employees, contractors, and third-party personnel. Key elements include the prohibition of USB devices, stringent remote access and mobile device policies, and adherence to acceptable use standards. Incident reporting, clean desk protocols, and whistleblower protection are integral to the policy. Compliance is enforced through regular audits, with violations subject to disciplinary actions, including termination. 







		Pseudonymisation and encryption of personal data

		· At Heidi Health, all privacy data is encrypted in transit using TLS 1.2 or higher and at rest with AES-256. We manage encryption keys via AWS Key Management Service to ensure secure key lifecycle management. For processing such data, we run through de-identification and pseudonymization models to ensure no occurrence of re-identification. 



		Product security features

		Our solution supports federated authentication, utilising Kinde as our third-party authentication provider which offers a robust suite of authentication capabilities designed to ensure secure and versatile user access management. The key features include:



· Single Sign-On (SSO): Enables users to access multiple services with a single set of credentials, improving user experience and security.

· Multi-Factor Authentication (MFA): Enhances security by requiring multiple forms of verification from users, significantly reducing the risk of unauthorised access. (launching August 2024)

· Support for Multiple Protocols: Kinde supports a range of authentication protocols, including SAML, OAuth2, OpenID Connect, and Kerberos. This compatibility allows for seamless integration with your existing identity providers and ensures that our solution can accommodate your IT environments



		Network security

		Heidi Health Trading Pty Ltd provides employees and contracts access to infrastructure via a role-based access control system, to ensure uniform, least privilege access to identified users and to maintain simple and reportable user provisioning and deprovisioning processes.



Heidi also employs technical controls to prevent unauthorized access to our systems. Heidi manages its own cloud infrastructure on AWS including all network, router, firewall, server and storage equipment. This shared infrastructure is used to provide dedicated virtual machines to customers with enforced segregation between all servers.



Data Isolation:

· We utilise AWS's multi-tenant architecture, which provides logical isolation of data using unique identifier.



Access Control:

· Each user is assigned unique credentials and specific roles that determine their access rights.



Encryption:

· All data is encrypted at rest using AWS-managed keys, and in transit using TLS protocols.

· We utilise AWS Key Management Service (KMS) for key management, ensuring that encryption keys are properly secured and managed.



Network Security:

· Our AWS Virtual Private Cloud (VPC) configuration, along with security groups and network ACLs, ensures that customer-specific data is isolated from other network traffic.

· [bookmark: _heading=h.q945y1le3z4d]We use AWS WAF and Network Firewall to provide additional protection against unauthorised access attempts.



Intrusion Detection:

· AWS security services for automated monitoring and detection

· Dedicated team for 24/7 intrusion monitoring and response. 

· AWS Network Firewall as our stateful packet inspection (SPI) firewall is being utilised to provide advanced internal network protection.



Heidi Health Trading Pty Ltd maintains a robust patch management process to ensure that all systems are up to date and secure. This process includes:



Identification:

· Regular vulnerability scans and updates from software vendors are used to identify available patches and updates.

· We utilise MDM for workstation patching and monitoring



Application:

· Patches are applied using automation, wherever possible.

· In a complex situation, patches are applied in a controlled manner, starting with testing in a non-production environment.

· Upon successful testing, patches are scheduled for deployment in the production environment during predefined maintenance windows to minimise disruptions.



Verification:

· After applying patches, systems are monitored to ensure they are functioning correctly and securely.

· Logs are reviewed to confirm that patches have been applied successfully and that no issues have arisen post-deployment.



Heidi Health Trading Pty Ltd maintains comprehensive audit logs to ensure accountability and traceability of all system activities. The logging process includes:



Types of Logs:

· Logs are maintained for user access, system changes, data access, and security events.

· Specific logs include authentication attempts, changes to user permissions, and access to sensitive data.



Retention Periods:

· Logs are retained for a minimum of one year to comply with regulatory and operational requirements.

· Critical logs, such as those related to security incidents, are retained for longer periods as needed.



Log Review Procedures:

· Logs are reviewed regularly by the compliance and security teams to identify and address any anomalies or potential security threats.

· Automated tools are used to assist in the analysis and alerting of suspicious activities.



		Physical security and disaster recovery

		Physical Security: 

Heidi Health Trading Pty Ltd’s production servers are maintained by AWS. The physical and environmental security protections are the responsibility of AWS. Heidi Health Trading Pty Ltd reviews the attestation reports and performs a risk analysis of AWS on at least an annual basis.

To prevent unauthorized physical access or damage to the organization's information and processing facilities, Heidi employs strict physical security controls; these controls apply to all employees and external parties with physical access to company-owned or leased facilities. Physical security measures include secure construction materials, restricted access to secure areas, and appropriate entry controls. Secure areas are protected by FOB keys, cameras, and intrusion detection systems, with access logged and reviewed. Environmental protections, such as fire-suppression systems and climate control, are in place, and maintenance of equipment follows manufacturer recommendations. Visitors and third-parties are escorted in secure areas, and their access is logged and monitored. Delivery and loading areas are controlled to prevent unauthorized access. Suppliers and vendors must comply with the company’s physical security requirements, assessed during vendor management. Exceptions to the policy require approval from the Compliance Lead, and violations may result in disciplinary action.

Disaster Recovery: 

To ensure Heidi Health Trading Pty Ltd's can effectively manage and respond to adverse events, a Business Continuity and Disaster Recovery Policy has been employed. This policy outlines Heidi's preparedness and response plan for extended service outages caused by unforeseen events. It covers all business-critical IT systems and employees, outlining specific scenarios and response strategies for various disruptions, including the unavailability of office facilities and service outages. Key procedures include the activation of remote work, communication via Slack and email and maintaining critical services using alternative resources and locations. Key roles, such as the CTO and the executive team, are designated to lead recovery efforts and maintain operational and information security continuity.Continuity strategies rely on vendor-hosted SaaS applications, AWS commitments, and redundant systems. The policy mandates annual disaster recovery tests and emphasizes maintaining both operational and information security continuity.



		Human resources security

		The effectiveness of controls cannot rise above the integrity and ethical values of the people who create, administer, and monitor them. Integrity and ethical values are essential elements of Heidi Health Trading Pty Ltd's control environment, affecting the design, administration, and monitoring of other components. Integrity and ethical behavior are the product of Heidi Health Trading Pty Ltd's ethical and behavioral standards, how they are communicated, and how they are reinforced in practices. They include management’s actions to remove or reduce incentives and temptations that might prompt personnel to engage in dishonest, illegal, or unethical acts. They also include the communication of entity values and behavioral standards to personnel through policy statements and codes of conduct, as well as by example.

[bookmark: _heading=h.4pd7oyh643oh]
Specific control activities that the service organization has implemented in this area are described below:

· Formally, documented organizational policy statements and codes of conduct communicate entity values and behavioral standards to personnel. 

· Policies and procedures require employees sign an acknowledgment form indicating they have been given access to the employee manual and understand their responsibility for adhering to the policies and procedures contained within the manual.

· Annual security awareness training for all employees, which is enforced and monitored by our Compliance Team.

· A confidentiality statement agreeing not to disclose proprietary or confidential information, including client information, to unauthorized parties is a component of the employee handbook. 

· Background checks are performed for employees as a component of the hiring process.



Heidi Health Trading Pty Ltd employs a structured process for managing user accounts to ensure secure and efficient access to our systems. This process includes:



Provisioning:

· User accounts are provisioned based on role-based access control (RBAC). Each user is assigned unique credentials and specific roles that determine their access rights.

· New users must review and acknowledge Heidi Health's policies and complete mandatory security training within 70 days of hire.



De-provisioning:

· Upon termination of employment, user accounts are deactivated within 72 hours. Compliance and Operations are responsible for ensuring that access to all in-scope systems is revoked promptly.

· A formal offboarding checklist is used to ensure all steps are followed.





Access Reviews:

· User access and roles are reviewed on a quarterly basis to ensure least privilege access and to make necessary adjustments based on role changes.



Multi-Factor Authentication (MFA)

Heidi Health mandates the internal use of multi-factor authentication (MFA) for accessing critical systems and sensitive data. The MFA process includes:



· Implementation: MFA is implemented these systems:

· Internal Users

· AWS: IAM Identity Center

· GitHub

· Google Workspace

· Slack

· JumpCloud (MDM)

· External Users (e.g. Heidi Scribe app users) use 3rd party authentication service where MFA is implemented when required. A mandated solution is currently being developed and will be deployed by August 2024.

· Verification: Internal users must provide a second form of identification, such as a mobile app authentication code, in addition to their password.

· Monitoring: Our monitoring tool, Vanta, monitors MFA compliance and prompts users to update their authentication methods as needed.





ANNEX 3

LIST OF SUB-PROCESSORS



		SUB-PROCESSOR

		LOCATION

		PURPOSE/ SERVICES

		WEBSITE & CONTACT DETAILS



		Google LLC

		EU (Ireland)

		Google Workspace:

· Employee email

· Google Drive

· Google Meets

		https://workspace.google.com/



		AWS

		United Kingdom

		Cloud hosting provider

		https://aws.amazon.com/



		Kinde

		EU (Ireland)

		User authentication

		https://kinde.com/



		Stripe

		United Kingdom

		Payment Processing

		https://stripe.com/



		Intercom

		EU (Ireland)

		Customer Support

		https://intercom.com
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